The Firm as an Incentive System

By BEngT HoLMsTROM AND PauL MiLGrOM™

We explore the twin hypotheses (i) that high-performance incentives, worker
ownership of assets, and worker freedom from direct controls are complemen-
tary instruments for motivating workers, and (ii) that such instruments can be
expected to covary positively in cross-sectional data. We also relate our conclu-
sions to empirical evidence, particularly that on the organization, compensation,
and management of sales forces. (JEL 1.22, D23, M31)

One of the most intensively studied topics
in the modern theory of the firm is the
make-or-buy decision. This is the firm’s de-
cision either to acquire some intermediate
input by having an employee make it under
the employer’s direction, using the em-
ployer’s tools, and usually being paid a fixed
wage, or instead to hire an independent
contractor who chooses his or her own tools
and methods and is paid proportionally to
the quantity supplied. Most analyses of the
make-or-buy decision have focused on just
one of the differences that tend to distin-
guish employment from independent con-
tracting. For example, Ronald Coase (1937)
and Herbert Simon (1951) emphasize the
discretion that the employer has to direct
the employee’s activities; Benjamin Klein
et al. (1978), Oliver Williamson (1985), and
Sanford Grossman and Oliver Hart (1986)
focus on the firm’s ownership of assets; and
the principal-agent literature (e.g., Armen
Alchian and Harold Demsetz, 1972;
Holmstrom, 1982) stresses monitoring and
compensation issues. What is not ade-
quately explained by any of these analyses is
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how these choices are intertwined. Why does
inside procurement tend to involve produc-
tion by a worker who is supervised by the
firm and uses the firm’s tools and is paid a
fixed wage? Why does outside procurement
tend to involve purchases from a worker
who chooses his or her own methods and
hours and owns the tools used and is paid
only for quantities supplied?

In this paper, we explore the hypothesis
that these tendencies emerge because they
describe two alternative systems for manag-
ing incentives for the wide array of tasks for
which a single worker may be responsible.
Firms use a variety of incentive instruments
in such systems. Perhaps the most direct
incentive is to pay the agent based on mea-
sured performance in a given task or set of
tasks. But monitoring is imperfect and costly,
enabling only a narrow set of activities to be
rewarded effectively this way. Asset owner-
ship is often a broader, more powerful in-
centive instrument. When an agent owns a
set of productive assets, she maintains those
assets more effectively. She also reaps the
many implicit returns that accrue through
such ownership, notably those stemming
from an enhanced bargaining position. A
third major incentive instrument is the de-
sign of the job: the tasks included in the job
description, the activities that are expressly
excluded (such as working for other firms),
and the specification of work rules, working
hours, and similar policies that restrict the
freedom of the worker. The three theories
mentioned in the opening paragraph, each
focus on just one of these instruments. Our
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main interest is in understanding whether a
coordinated use of the instruments explains
their typical covariation.

Our analysis is built around the observa-
tion that, when several activities compete
for a worker’s attention, there is a tendency
for the levels of incentives provided for the
different activities of a worker to be comple-
mentary in the incentive problem. The intu-
itive idea is that increasing the incentive for
just one task could cause a worker to devote
too much effort to that one task while ne-
glecting other aspects of the job, and that
increasing incentives for all of the agent’s
activities avoids that cost. Asset ownership,
contingent rewards, and job restrictions, all
influence different dimensions of the
worker’s task portfolio. If, as suggested,
there is a desire to keep the various incen-
tives in balance, then one would expect that
in an optimal system, the three instruments
would have to be similarly balanced. Weak
incentives for maintaining asset values
should go with weak incentives for narrowly
measured performance and significant re-
strictions on worker freedom (excluding an
activity is the same as setting its incentive to
zero). These, of course, are the attributes
that typically characterize employment.

While this intuition may sound plausible,
it is incomplete. All the instruments are
endogenous variables in the problem of
structuring incentives. So one has to ask
what explains the choice between different
incentive systems: why are some workers
employees and other workers independent
contractors? To address this, we have to
introduce exogenous parameters that move
the system solution around. Variations in
the cost of measuring performance, in asset
specificity, and in uncertainty about the fu-
ture are all good candidates. The question
is: will changes in these exogenous parame-
ters move the incentive intensities and in-
struments in the same direction as pre-
sumed in the intuition about balance?

The answer depends on the parameter we
look at. A major contribution of the analysis
is to show how to assess which exogenous
parameters lead to comovements in the in-
centive instruments and which do not. It is
important to observe that, even when the
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instruments are complementary (i.e., using
one more intensively increases the marginal
benefit of using the others more intensively),
this still does not assure that the instru-
ments will move in the same direction in
response to a shift in an exogenous parame-
ter, such as measurement costs. What is
required in addition is that an increase in
measurement cost will move all the marginal
incentive benefits in the same direction: the
returns from ownership, from performance
rewards, and from worker freedom, should
all either go up or down with such a change.

The final step in the analysis is to identify
conditions under which comparative-static
comovements translate into statistical co-
variations in pooled data. For this we em-
ploy the concepts of associated and affili-
ated random variables, which are ordinal
concepts of statistical covariation. Using the
assumption that the parameters are associ-
ated or affiliated allows us to make statisti-
cal predictions even when some relevant
parameters are censored in the data.

We will analyze these issues using the
multitask principal-agent model introduced
in our 1991 paper. This model lends itself
naturally to the study of work incentives in
an environment characterized by competing’
worker activities. It also offers a convenient
way for introducing the various incentive
instruments that we have discussed. We be-
gin by presenting the model in a very gen-
eral form. The purpose is not to derive our
results in this general form; for that the
model has too little structure. Rather, the
intention is to present it as a theoretical
laboratory that can be easily adapted to
particular empirical contexts. In any given
specification of the model, comovements can
be readily analyzed. Exogenous parameters
that are troublesome, in the sense that they
will not give rise to comovements, can be
identified, informing researchers about how
to implement the model empirically. Too
often, it seems, theorists do not go far
enough in advising empiricists about the
need for controlling certain exogenous
sources of variation. Our model is one in
which these issues can be given definite
answers if one is careful about tailoring the
model to the empirical context.
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As an illustration of our general ap-
proach, we will analyze a stylized model
of industrial selling described in the em-
pirical studies of Eric Anderson and
David Schmittlein (1984) and Anderson
(1985). They were interested in testing
transactions-cost explanations of why indus-
trial selling is sometimes performed by in-
house salespeople and sometimes by inde-
pendent representatives (often the same firm
uses both methods: direct selling in some
regions and independent representation in
other regions). As they describe it, this is a
case in which sales agents have many com-
peting demands on their time, and presum-
ably because of the different incentives in
place, this time gets allocated differently
depending on whether the agent is an em-
ployee or an independent representative.

In our model of industrial selling, we can
derive precise conditions under which the
incentive instruments are complements,
study which exogenous variables lead to co-
movements, and finally provide conditions
on the distribution of the exogenous vari-
ables that are sufficient for the comove-
ments to result in statistical covariations
among the . instruments and parameters—
that is, in positive correlations between each
pair of them. Our main finding is that, when
the cost of measuring sales performance is
high (e.g., because it involves team selling)
or when hard-to-measure nonselling activi-
ties are important, it is more likely that the
agent’s optimal incentives will conform with
the attributes of employment: modest com-
missions, firm ownership of customers, and
no right for the agent to sell the products of
other manufacturers. On the other hand,
when performance is easy to measure or
when nonselling activities are unimportant,
incentives will conform with the attributes
of independent representation: strong out-
put-based incentives, customer ownership,
and freedom to sell the products of other
manufacturers. We also find that changes in
the marginal value of direct selling and in
nurturing customer relationships may lead
to negative comovements and therefore may
have to be controlled for in empirical work.

Our results fit well with the main findings
in the Anderson-Schmittlein studies. Their
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data revealed that the most important vari-
ables determining the choice between in-
house and independent sales agents were
the “difficulty of evaluating performance”
and the “importance of nonselling
activities.” Also, they report that indepen-
dent sales representatives were compen-
sated entirely by commissions and were al-
lowed to sell other manufacturers’ products,
while employee agents were paid by salary
(with small additional ‘commissions) and
were not allowed to sell other manufactur-
ers’ products, all in line with our theoretical
predictions. Notably, variables meant
to reflect Williamson’s (1985) version of
transaction-cost theory, emphasizing asset
specificity, uncertainty, and the interactions
between the two, all proved much less sig-
nificant.

The paper proceeds as follows. Section I
describes the general framework. Section 11
presents our methodological approach. It
uses the theory of supermodular functions
to derive comparative-statics results and the
theory of associated and affiliated random
variables to translate these into statistical
predictions about positive covariations and
conditional expectations. QOur statistical
analysis is of independent interest. It can
be applied to other models based on
complementarities—for example, to the
modern manufacturing model of Milgrom
and John Roberts (1990). Section III is de-
voted to the sales-agency application and
includes a more detailed discussion of the
Anderson-Schmittlein findings as well as ad-
ditional evidence bearing on our theory.
Section IV concludes the paper.

I. A General Model

Our analysis is based on the dynamic
principal-agent model that we introduced
in Holmstrom and Milgrom (1987). There
we showed that in suitably stationary envi-
ronments in which the agent can continu-
ously monitor his own performance, the op-
timal incentive contract coincides with the
optimum of a certain particularly tractable
reduced-form static model. In the reduced
form, the principal is constrained to pay the
agent a linear function of the vector of
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time-aggregated observations, and the agent
is constrained to choose a single vector of
efforts, which corresponds to the instant-
by-instant allocation of efforts in the origi-
nal dynamic model. Our analysis below is
conducted using this reduced form.

The agent can allocate effort among sev-
eral activities n=1,..., N, with the full vec-
tor of efforts denoted t=(¢,,...,¢y). The
agent’s choice of t cannot be directly ob-
served, but it can be monitored indirectly
via a collection of measures X =
(Xy5..., X))

(1) X, =F(t)+e i=1,...,1.

The terms ¢; are normally distributed mea-
surement errors with zero means. Each
function F; could represent the individual’s
measured contribution to profit, revenue, or
cost, or some other performance indicator,
or it could represent estimates of inputs
such as the total time or energy that the
agent devotes to the job.

As a modeling strategy, we introduce X,’s
to represent any information the principal
and agent can contract upon, even if that
item is a return that appears elsewhere in
the model. For example, if the parties can
contract directly on the agent’s costs or on
some component of them, then even though
that cost will be represented elsewhere in
the model, we assume that there is some X;
to represent it. With this convention, the
optimal incentive scheme takes the linear
form:

2) s(X) = L X, + B

where the coefficients a =(a,,...,a;) are
called commission rates and B is salary (al-
though this could be negative in our model).
We restrict the s to be nonnegative to
avoid creating an incentive for the agent to
conceal performance.

The agent in our model incurs a private
cost C(t) if he chooses t. This cost is trans-
ferable only to the extent that information
about it is recorded by one of the variables
X;. Effort is the standard example of such a
private cost, but there are others. The
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agent’s private return C can include the
value of any increments to the agent’s hu-
man capital (accounted for as a negative
cost) as well as the opportunity cost of time
spent on the principal’s job. The model
allows that some of the ¢,’s may not affect
the private cost C at all (manipulating ac-
counts could be one example).

There is a corresponding private benefit
B(t) that accrues to the principal. As in the
agent’s case, B(t) could be nontransferrable
because it relates to the principal’s human
capital or it could represent returns to as-
sets that for unmodeled reasons are best
assigned . to the principal in all circum-
stances (see below). If any of the agent’s
activities impose private costs on the princi-
pal, these of course are recorded as nega-
tive benefits. In principle, it is possible that
B(t)= — C(t), in which case the principal
and the agent would share intrinsic prefer-
ences over the choice of t and there would
be no incentive problem to solve.

In addition to the nontransferrable re-
turns B and C, there are two other cate-
gories of returns included in the model.
One is a transferrable return Y(t) associated
with asset ownership. This return can be
allocated between the principal and the
agent by choice of an ownership structure
denoted by A. The most general formula-
tion would specify an arbitrary division:'

(3) Y(t) =Y, (t;N) +Yp(t;N).

For instance, if we think of A as a configu-
ration of ownership rights in incomplete-
contract models of organization (Grossman
and Hart, 1986; Hart and John Moore,
1990), then Y,(t; M) is the share of returns
that the agent is able to obtain in the
ex post bargain with the principal under
configuration A.? Incomplete-contract mod-

'We do not consider the possibility that A alters
performance measures X;. For a model in which own-
ership changes the informativeness of stock prices, see
Holmstrom and Jean Tirole (1993).

2Using an inequality in (1) would allow one to
model cases in which some of the returns are wasted in
the process of negotiating the division of Y.
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els examine the mapping from A to Y,(t;\)
and seek to derive the reduced form (3)
from what are allegedly more primitive as-
sumptions about the process of bargaining.
These models frequently treat ownership as
the only means by which incentives can be
affected. Our approach is to take the re-
duced form Y,(t; A) as given and proceed to
consider additional instruments that can be
used to affect incentives. In doing so, we
will not be as general as (3), but instead will
assume that Y(t) is the sum of a collection
of returns Yj(t), j=1,...,J, each of which
can be allocated either fully to the principal
or fully to the agent. We let A;=1 (=0)
indicate that the return Y; accrues to the
agent (principal). An ownership configura-
tion then is a vector A =(A,,...,A;) of 0’s
and 1’s. Moreover, we allow that asset re-
turns may be random and assume that the
random return Y; takes the form

(4) Y, =G(t)+e,, Jj=1,..,J.

Here again, G; could be profits, costs, rev-
enues, and so on. The stochastic portion of
the return, ¢,,; is assumed to be normally
distributed with zero mean.

Finally, there is a hybrid category of re-
turns, those that, while not transferable, are
nevertheless excludable:

(5) Zi=H(t)+ &1, 54x

The error terms in (5) have the same inter-
pretation and properties as those in (4).
Excludable returns accrue to the agent if
the contract permits the agent to collect
them.? For each Z,, there is a dichotomous
contractual variable §,, such that if §, =1
the agent can enjoy Z,, while if §,=0, Z,
is zero (or dissipated). The difference be-
tween Y, and Z, is that the principal can
never enjoy Z,. The implicit assumption is
that it is costless to monitor whether the
benefits Z, are being enjoyed and to ex-

k=1,...,K.

3There is never a reason to exclude any positive
returns to the principal, since the principal supplies no
productive inputs.
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clude them by contract. For example, Z,
may represent a sales agent’s commissions
from selling the products of other princi-
pals, or his private savings from choosing
particular tools, or work methods, or hours
of work.

Because the general model distinguishes
returns from information and incorporates
the use of various kinds of incentive instru-
ments, it is quite a flexible tool for describ-
ing different agency contexts. The demands
of stationarity in the underlying dynamic
model impose the most significant re-
strictions on what the model can repre-
sent. In this version, one important implic-
ation is that all the stochastic terms €=
(€(,...,€;,5+x) are jointly normally dis-
tributed and enter additively into the obser-
vations. Let ¥ be the variance-covariance
matrix of these random terms. Later, we
will allow the possibility that the intensity of
monitoring may be chosen contractually,
which affects the covariance matrix X, at a
cost K(X).

To summarize, the principal and the agent
have the following organizational design
variables to choose from:

(1) commission rates: a =(ay,...,a;), @; >
0,
(ii) allocation of transferrable returns: A =
(Ap,...,A)), 4;€{0,1}
(iii) exclusion of private returns: & =
(5y,.-.,0k), 8, €{0,1},
(iv) monitoring intensity: X.

The implied financial payoffs from the orga-
nizational design (a, A, 9, X) are:

(6) Principal: P = B(t) — ) a; X,
+ 2 (1- 1),
J

-B-K(%)
(7) Agent: A=Y o, X;+) )Y,
i J

+ 2.8, Z,
k

+ B —C(t).
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Observe that for any choices of a, X, and t,
both P and A will be normally distributed.

We assume that the principal is risk-neu-
tral and that the agent has constant abso-
lute risk aversion:

(8) U(A) = —exp(—rA)

where r is the coefficient of risk aversion.
Since A is normally distributed, we can
write the agent’s utility measure (8) in the
certainty-equivalent form:

(9) ACE(t,a,\,3,%)

= La,Fi(t)+ L A,G(b)
+ L8 Hi() = C(b)
k

-1V (a,n,d,X)

where V(a,A,8,Y) is mnemonic for the
variance of income implied by («,A,d,X)
and ACE is the agent’s certainty equivalent.
We will not write out the expression for V;
it is a quadratic function of the commission
rates a and a linear function of X.

Since a dollar of certainty equivalent can
always be transferred between the agent
and the principal by transferring a physical
dollar without affecting the agent’s perfor-
mance incentives, an efficient (t,a,\,d,X)
must maximize the total certainty equiva-
lent:

(10) max[TCE(t,a,\,d,%)]

=B()+ X G;(t)+ X8, Hi(t)
J k

—C(t)—K(Z)—3rV(a,N,d,%)

subject to the agent’s optimal choice,

t= argmax{ Y F(t)+ 1 A,Gi(t)
¢ j

i

" Zakﬂk(t'>—cu')}.
k
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Here TCE(t,a, X ,8,X) is the total certainty
equivalent or joint surplus. Note that we
have dropped the risk term from the agent’s
maximization problem, since it is unaffected
by the agent’s actions. If F, G;, and H, are
all concave functions and C is strictly con-
vex, the agent’s choice will be characterized
by a set of first-order conditions that
uniquely define the agent’s response func-
tion, denoted t(a, A, d). If we substitute this
response function into the objective TCE,
we have reduced (10) to an unconstrained
optimization over the organizational choice
variables (a, A, 9, X):

11 T(a,N,d,X
(11) u,r;l%g[ (a )]

=TCE(t(e,A,d),a,A,d,%).

Expression (11) is the general form of the
maximization problem that we will be study-
ing.

II. The Analytical Approach

Let x denote the optimal choice of
(a,A,9,X) in program (11). Our general
objective is to determine how the design-
instruments in x covary across a set of agency
relationships. This requires that we intro-
duce explicit parameters of TCE that char-
acterize the heterogeneity of the population
we are interested in studying. Let 1r repre-
sent a generic parameter vector and x(r)
the corresponding optimal design x. Ex-
pressed in this form, we are interested in
the properties of the distribution of x(1r)
induced by the underlying variation in the
population of 1.

The first step is to characterize how x
varies with . For this step we will apply
the theory of supermodular functions: su-
permodular is the term for a function in
which every pair of arguments are Edge-
worth complements. When the supermodu-
larity condition is satisfied, there is an expe-
dient and general approach for dealing with
the complexities that arise from interactions
between the endogenous variables x.

The second step is to establish conditions
under which the distribution of & induces
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positive covariations in x. For this step we
apply the theories of associated and affili-
ated random variables. All of these theories
have been discussed in detail elsewhere,* so
we can be relatively brief and not overly
formal.

A function f: R¥ > R is supermodular if
for any two arguments z and z’:

f(zvz) + f(zA2) = f(2) + f(Z')

where zVvz' denotes the component-wise
maximum and zAz the component-wise
minimum of z and z'. The definition implies
that if all the variables of a supermodular
function are increased simultaneously, the
function value increases by more than if we
were to sum up the value changes from
increasing the variables one at a time. If f
is smooth, supermodularity is equivalent to
the condition: 9°f/dz;0z;> 0 for all i+ j.
In this form it is transparent that supermod-
ularity reflects complementarities between
the variables: when one goes up, the
marginal return from increasing the other
variables also goes up. Note that nothing is
assumed about 9*f/dz?; thus supermodu-
larity neither implies nor is implied by con-
cavity. It is immediate that if f and g are
two supermodular functions, then f+ g is
supermodular.

Let f(x,7w) be supermodular, where x is
interpreted as an n-vector of endogenous
variables and w as an m-vector of parame-
ters. It is intuitive that if we maximize f(x, )
over x and consider how the optimal value
x(mr) varies with changes in =, then an
increase in any component of  will trigger
a sequence of upward adjustments in the
components of x, all of which reinforce each
other. The net result should be that x(ar)
increases with . The formal statement of
this conclusion, given below, takes into ac-

*The basic results on supermodular optimization
were developed by Donald Topkis (1978). An elemen-
tary treatment can be found in Milgrom and Roberts
(1990) and additional results are reported by Milgrom
and Chris Shannon (1994). The theory of affiliated
random variables is due to Milgrom and Robert Weber
(1982), who also summarize some of the main results
about associated random variables.
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count the possibility of multiple optima and
includes the additional observation that,
with multiple optima, the component-wise
supremum and infimum of the set of maxi-
mizers are also maximizers. What makes
this result particularly useful for us is that it
holds even if the choice of x is restricted to
certain subsets X of R”, called sublattices. X
is a sublattice if xVx’' and x Ax’ belong to X
whenever x and x’ belong to X. We will
later use the fact that all product sets in R”
are sublattices.

THEOREM 1: Let f(x,w) be a continuous
supermodular function and X a compact sub-
lattice of R". Let X(mr)=argmax{f(x, )|
x € X} be the set of maximizers with least
upper bound x*(w)=supX(w) and greatest
lower bound x,(w)=infX(1). Then x*()
and x () are both elements of X(w) and
both x*(+) and x.,(+) are nondecreasing
functions (from R™ to R").

In case of multiple optima, we will focus
on the largest one, corresponding to x*(1r)
in Theorem 1, and henceforth denoted by
x(r). All the results to follow could be
restated with a provision for multiple op-
tima as in Theorem 1. ’

Suppose 1 is a one-dimensional parame-
ter and f(x,w) a supermodular function.
Then, since x(1r) is monotone in 1, all the
components of x(1r) will covary positively in
a population, irrespective of how 1 is dis-
tributed. But what if « is a multidimen-
sional parameter? The answer depends on
the distribution of . For example, if two
components of m are negatively correlated,
say Cov(m,,7,)<0, x,=m, and x,=1,,
then obviously Cov(x (), x,()) <0: two
nondecreasing functions of the same vector
of parameters can be negatively correlated.
Indeed, even if Cov(w)>0, there is no
guarantee that Cov(x(1)) >0, because co-
variation is not preserved under arbitrary
monotone transformations of the random
variables.’

The notation Cov(m)> 0 means that all the ele-
ments of the covariance matrix are nonnegative.



