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Abstract

This paper summarizes statistics on the key aspects of the distribution of earnings levels
and earnings changes using administrative (social security) data from Italy between 1985 and
2016. During the time covered by our data, earnings inequality and earnings volatility in-
creased, while earnings mobility did not change significantly. We connect these trends with
some salient facts about the Italian labor market, in particular the labor market reforms of the
1990s and 2000s which induced a substantial rise in fixed-term and part-time employment. The
rise in part-time work explains much of the rise in earnings inequality, while the rise in fixed-
term contracts explains much of the rise in volatility. Both these trends affect the earnings
distribution through hours worked: part-time jobs reduce hours worked within a week, while
fixed-term contracts reduce the number of weeks worked during the year as well as increase
their volatility. We only find weak evidence that fixed-term contracts represent a "stepping-
stone" to permanent employment. Finally, we offer suggestive evidence that the labor market
reforms contributed to the slowdown in labor productivity in Italy by delaying human capital
accumulation (in the form of general and firm-specific experience) of recent cohorts.
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1 Introduction

This paper has two goals. The first is to provide key statistics on the evolution of the distribution
of earnings levels and earnings growth rates in Italy between 1985 and 2016. The focus is on
trends in earnings inequality, volatility (dispersion of growth rates), and mobility. This effort is
a part of the cross-country project on “Global Income Dynamics” featured in this special issue of
Quantitative Economics.1 We document a significant rise in common measures of inequality and
volatility, while earnings mobility does not change significantly over the sample period. The rise
in inequality is mostly driven by a decline in earnings in the bottom part of the distribution. The
volatility of earnings, captured by measures of dispersion in earnings growth rates, is concentrated
in the cohorts of workers who entered the labor market after 2000.

The second goal of the paper is to explore the role of key institutional elements of the Italian
labor market in shaping these trends. A string of structural labor market reforms, starting in the
mid-1990s, gradually transformed the nature of a job for many Italian workers, increasing the
fraction of workers employed through atypical (part-time or fixed-term) contracts and creating a
de facto dual labor market. We document that the rise in part-time work explains much of the rise
in earnings inequality, while the rise in fixed-term contracts explains much of the rise in volatility.
Both these trends affect the earnings distribution through different dimensions of hours worked:
part-time jobs by definition reduce hours worked within a week, while fixed-term contracts reduce
the number of weeks worked during the year and increase their volatility.

Broad measures of dispersion reveal a steady rise in earnings inequality. The 90th/10th per-
centile ratio of earnings rose from 5 in 1985 to 8 in 2016. A closer look at the data reveals that this
trend is driven by different underlying shifts in the distribution occurring in different periods. Be-
tween 1985 and 1992, all percentiles of the earnings distribution rose and the rise in inequality was
driven by faster increase in the top percentiles. Between 1992 and 2016, however, percentiles above
the median remained relatively stable while the bottom of the distribution collapsed. Measures of
volatility have also risen significantly, with common trends in both upside and downside volatil-
ity and across gender. A decomposition of the trends across cohorts reveals a stark result: initial
volatility is increasing for more recent cohort but within cohort volatility is sharply decreasing as
cohorts age.

The increase in the prevalence of fixed-term contracts (from 8% in 1998 to 18% of all employ-
ment contracts in 2016) raises the question of whether such contracts are a “stepping stone” for
marginal workers entering the labor force, or rather a permanent shift towards jobs lacking tra-
ditional forms of employment protection. Cohort analysis shows that fixed-term contracts are
substantially more prevalent among cohorts entering the labor market after 2000. Moreover, anal-
ysis of the effect of separations on earnings volatility at the individual level shows that the in-
crease in earnings volatility associated with the end of a fixed-term contract is as large as the

1The statistics contained in this paper, as well as many additional ones, are available through the Global Income
Dynamics database, together with harmonized data for the other countries in this issue.
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increase associated with a layoff.2 We find that workers who start their careers early through a
fixed-term contract do not improve (and if anything, slightly worsen) their chances of securing an
open-ended contract throughout their first decade in the labor market. This evidence is based on
comparing the employment status of workers between the age of 27 to 35 who were employed in
a fixed-term contract at the age of 25, to that of workers who were not employed at the age of 25,
and controlling for observables, including gender, age, the employment status at age 26, and the
average log-income during the first decade in the labor market. The average log-income is a proxy
for unobserved skill, and thus removes some of the bias due to differences in composition of the
treatment and control groups. While some compositional issues remain, this is suggestive evi-
dence that early transitions into the labor market via fixed-term contracts do not provide workers
with higher opportunities to transition to more stable employment later in their life cycle.

Are these micro facts related to macroeconomic trends? According to a variety of statistics, the
Italian economy is particularly weak relative to the economies of the other G7 countries. Figure
1 plots labor productivity, defined as GDP per hour worked, against time for Italy and for the
whole G7 group. Labor productivity growth in Italy was half as large as in the G7 during the
sample period. More telling to the unique economic situation is the divergence of the trends.
For the first ten years or so, Italy and the other G7 countries marched in lockstep; after the mid-
1990s, labor productivity kept increasing in the rest of the G7 but has come to a complete halt in
Italy. The structural labor reforms that followed are commonly viewed as a policy response to this
stagnation in labor productivity.3

This stagnation of labor productivity is especially puzzling given the gradual, albeit slow, im-
provements in educational attainment in Italy and the technological developments of the last three
decades. Several studies attempt to explain this divergence. Boeri and Garibaldi (2007) argue that
the labor reforms made jobs more flexible, which expanded employment by adding less produc-
tive jobs, and thus reduced average labor productivity. Pellegrino and Zingales (2017) argue that
most of the differences between Italy and other advanced economies can be attributed to the fail-
ure of Italian firms to adopt information and communication technologies, and trace the origin of
the failure to the structure of firm ownership and cronyism. The high share of small firms in Italy
could also explain why productivity has grown more slowly than in other advanced economies.
Alternative channels include the exposure to the China trade shock (Bugamelli, Fabiani, Federico,
Felettigh, Giordano, and Linarello, 2017) and the decline in the quality of economic institutions
and government efficiency (Giordano, Lanau, Tommasino, and Topalova, 2015).

The analysis in this paper highlights another channel in which changes in the composition of
job types, rather than changes in the composition of workers or their number, reduces labor pro-
ductivity. Specifically, the rise in part-time work and fixed-term contracts among young workers

2This might become especially relevant in the aftermath of the COVID-19 pandemic, as by the end of 2020 job
separations have mostly affected workers with fixed-term or part-time contracts.

3This gradual fall in productivity growth is known in Italy as the “declino economico” (economic decline). The impact
of the decline on Italian workers has been even more severe, as the labor share of national income declined from 0.79
to 0.69 between 1985-2012 (see OECD, https://stats.oecd.org/Index.aspx?queryname=345; Unit Labour Costs -
Annual Indicators : Labour Income Share Ratios).
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reduces substantially the accumulation of work experience in the first decades of a career. We
document that the cohort born in the 1980s had accumulated 15% less work experience than pre-
vious cohorts (the equivalent of a full year of work) by the time they reached age 35. The tenure of
young workers with their current employer has also declined. As Rosolia and Torrini (2007) point
out, the temporary nature of the jobs of early career workers may reduce the incentives of firms to
train them on the job, which further slows the accumulation of firm-specific human capital. These
structural changes delay accumulation of human capital (in the form of reduced general and firm-
specific experience) and form a gap in labor productivity between old and young workers.
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Figure 1: Labor productivity growth, Italy vs. G7 average

In Section 2 we provide some institutional background and present the data we use in the rest
of the analysis. In Section 3 we present the key statistics about the earnings distribution in Italy
for the 1985-2016 period. Section 4 offers an interpretation of the trends, focusing in particular on
the role of labor market reforms. Section 5 concludes.

2 Institutional Background and Data

Given that we link salient facts about trends in the earnings distribution with institutional changes
in the Italian labor market, we start with a description of the latter.
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2.1 Labor Force Participation, Unemployment and Labor Market Reforms

The Italian labor market underwent important structural changes during the period covered by
our data. The first important trend, common to many other countries, is the decline in participa-
tion among men and the rise among women. Focusing on workers aged 25-54 (to be consistent
with the age selection of our sample, detailed below), the labor force participation rate among men
has declined from 95% in 1985 to 88% in 2016; during the same time period labor force participa-
tion among women has expanded from 48% in 1985 to 67% in 2016 (all these statistics come from
the OECD). Persistently high unemployment rates in the 1980s and early 1990s, especially among
marginal workers (youth and women), led to a string of structural labor reforms that, starting in
the mid-1990s, reshaped the Italian labor market from one of the most rigid to, in some respects,
one of the most flexible in Europe (at least for entry-level workers). The most significant reforms
were: the “Social Pact” of 1993, the “Treu reform” of 1997, the 2000 reception of EU Directive
97/81/EC on part-time work, the “Biagi reform” of 2003, the “Fornero reform” of 2012, and the
“Poletti decree” and the Jobs Act, both passed in 2014.

The “Social Pact” reformed the collective bargaining system (adding a firm-bargaining layer to
the national one) and eliminated the automatic indexation of wages to inflation (“scala mobile”).
The “Treu reform” liberalized the entry wages for first-job seekers and reduced the constraints
preventing firms to use fixed-term labor contracts or part-time workers. The reception of the
EU directive on part-time made this form of employment more accessible and flexible for both
employers and workers. The “Biagi reform” introduced a wide variety of atypical employment
contracts, such as on-call jobs (lavoro intermittente), job sharing, and occasional employment (lavoro
a progetto).4 The “Fornero reform” widened the range of applicability of temporary employment,
while introducing limits to its use and duration (fixed-term contracts could only be renewed once
and have maximum 36 months duration). The “Poletti decree”, however, went into the opposite
direction. Firms could use fixed-term contracts with no obligation of justifying their use and
renew them for up to five times. The only new constraint was the requirement that the ratio
of fixed-term contracts to open-ended contracts would not exceed 20%. The final reform (the
Jobs Act) changed the nature of open-ended contracts by reducing protection against “just cause”
dismissals. It introduced a new, intermediate employment contract (contratto a tutele crescenti),
with the goal of easing the transition from fixed-term to open-ended contracts.5 More recently,
pension reforms changed social security payments from being of the defined benefit type (with
pensions calculated as a fraction of the last 3/5 years of one’s career) to being of the defined

4For simplicity, here and below we use the term “fixed-term contracts” to indicate all the various atypical contract
forms introduced during this period. The main purpose of fixed-term contracts was to incentivize labor demand by
reducing the firm’s labor costs; it was also believed that such contracts would benefit workers by creating a faster
“stepping stone” towards permanent employment. See Tealdi, 2011 for an exhaustive overview of the differences
between fixed-term and open-ended contracts in terms of social security contributions, eligibility for unemployment
insurance, severance pay, and various other aspects.

5This and more recent reforms implemented in 2018, aimed at partly moving away from a dual labor market model.
Hence, they might contribute to undo some of the impact that previous reforms had on earnings inequality and volatil-
ity that we document in what follows. As our data end in 2016 we cannot empirically assess whether this is the case.
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contribution type (where pensions depend on capitalized social security contributions over the
entirety of one’s career). Moreover, social security contributions in temporary jobs are smaller
than in open-ended contract to reduce the firm’s labor costs.

Together, these reforms have created a de facto dual labor market, in which existing employees
with open-ended contracts (“insiders”) still enjoy a high degree of employment security and ben-
efits protection, while many of the new hires (“outsiders”) are offered temporary contracts with
flexible wages and limited unemployment support. Naturally, the most affected by these changes
are the cohorts who entered the labor market following the reforms.

Both women’s and men’s unemployment rates decline significantly during the first phase of
labor market reforms. This is especially true for women’s unemployment rate which fell from 11%
in 1993 to 7% just before the great recession. However, most of the gains have been lost during
the double-dip recession of 2008-2012, and unemployment rates in 2016 were 10% and 13%, for
men and women respectively. The large decline in unemployment rates of the 1993-2007 period
has prompted several questions. The first is whether it represents just a statistical artifact coming
from the emergence of previously a “shadow sector” or irregular employment.6

2.2 Data

Our analyses are based on data from INPS (Istituto Nazionale di Previdenza Sociale), the equiv-
alent of the US Social Security Administration. The data cover the period 1985-2016. We use a
6.6% sample of the INPS universe based on 24 randomly selected birth dates.7 Public sector jobs,
as well as self employment, are not in the INPS archives. These account for 16% and 20% of total
employment respectively.

The basic observation is a job relationship within a year, based on mandatory employer re-
ports. Our main measure of earnings is the sum of all regular and irregular income received by
the employer that is subject to social security contributions. This includes base pay, COL adjust-
ments, overtime work, paid vacation and sick leave, bonuses and profit sharing payments, and
the monetary value of in kind payments, across all jobs of a worker within a given year. The main
payments excluded are severance payments in case of job separation. For confidentiality reasons,
the data are top-coded. The cutoff varies by year and is applied at the job level based on a daily
maximum. According to our calculations, it always exceeds the 99.5th percentile of the earnings
distribution.8 In addition to earnings, the data include a broad measure of occupation (apprentice,

6Some statistics about the size of the shadow sector are provided by ISTAT. Each year ISTAT estimates the number of
dependent and independent workers who work irregularly, i.e., with earnings that are not reported to the tax authority
or the social security administration. In 1995 the “irregular” employment rate for dependent workers was 14.5%; it fell
to about 11.5% during the 2000s (coincidentally with the first wave of labor market reforms), and it has been creeping
back to around 13% in more recent years.

7Researchers interested in accessing the data can do so by submitting a formal request, accompanied by a research
proposal, to INPS (see https://www.cliclavoro.gov.it/Barometro-Del-Lavoro/Pagine/Microdati-per-la-ricerca.aspx).

8The topcoding is applied by INPS at the record level. Each record contains information on the number of (full
time equivalent) days worked during the year (Days). Let Y be actual earnings. In 2012, the INPS database reports:
Y∗ = min{Y, 645 ∗ Days}. Since the maximum number of working days in a year is 312, the topcode threshold in 2012
is approximately 200,000 euros. In other years the maximum is computed by adjusting the daily 645 euro threshold
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blue collar, white collar, manager), industry (ATECO codes), age, gender, location of the job, and
whether the employment contract is fixed-term or open-ended (starting in 1998). Nominal values
are first converted in euro (using the 2002 lira/euro exchange rate), and then deflated using the
CPI to 2010 euros when applicable. All variables at the worker level that are specific to a job rela-
tionship, such as the nature of the job and the cause of job separation, refer to the highest paying
job if more than one job record exists within the year.

A distinguishing feature of the data, compared to other featured in this volume, is the ability
to observe labor supply on the extensive and intensive margins – the number of weeks worked at
a job and whether the job is part- or full-time. In particular, the data includes two weeks variables:
weeks of covered employment and, for part-time workers, full-time equivalent weeks of covered
employment (“settimane utili”). We consider this information to be accurate since these two vari-
ables are used to determine both social security contributions and benefits. Using this information,
we estimate the annual hours worked within the job (see Section 4.1 for more details).9

For comparability with other countries in this special issue, we restrict our sample to workers
aged 25 to 55 who have positive earnings and worked a minimum of 4 weeks over the year. We do
not impose an additional minimum earnings threshold. Despite that, the first percentile of earn-
ings in our sample never falls below 800 euros. The sample includes 2.3 million unique workers
(1.4 million men and 0.9 million women) and a total of 22.4 million worker-year observations –
approximately 700,000 observations per year.

2.3 INPS Labor Force Trends and Comparison with Official Statistics

Figure 2 shows four relevant labor market trends as captured by the INPS dataset. First, the share
of female workers increases from about 30% in 1985 to more than 40% in 2016. Second, the share
of part-time workers also increases - from virtually 0% in 1985 to almost 30% in 2016. Third, the
share of workers working 52 weeks during the year decreases from approximately 88% in 1985 to
77% in 2016 (right hand side axis). Finally, the share of workers with an open-ended contract (as
opposed to a fixed-term contract) decreases from more than 90% in 1998 (the first year in which
this information is collected) to 82% in 2016 (right hand side axis). This clearly paints the picture
of a labor market transitioning away from one that is mostly representative of men employed all
year round on a full-time basis.

These trends have affected the evolution of average earnings in recent years. In the Appendix
(Figure A.7) we compare an index of earnings per unit of labor based on aggregate data (deflated

by an appropriate deflator (the “Indice delle retribuzioni contrattuali orarie lorde ISTAT”, capturing the evolution of
contractual retributions).

9One concern is that “effective” hours of employment are not accurately measured because they are based on con-
tractual information and not actual hours worked. If actual hours are reflected in earnings, this may bias the calculated
“hourly earnings” and hence inflate their dispersion and volatility. This may be an issue since overtime work is reflected
in outr measure of earnings but we have no direct measure of the amount of overtime work. Despite this limitation, our
finding below is that hourly earnings contribute less to inequality and volatility trends then observed hours of work.
Hence our results may be understated, and if given direct observation on the actual hours worked, may have been even
starker.
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by the CPI and normalized to 100 in 2015) with real average earnings from the INPS database
(using only individuals aged 25 to 55).10 The two indices are far apart in 2000 and converge
mechanically to 100 by 2015, but some of the differences reflect the fact that the ISTAT index is
measured in units of labor. Two adjustments are needed for the INPS and ISTAT trends to be
comparable. First, we need to account for the rise in part-time employment; second, we need to
account for the decline in the fraction of workers working 52 weeks a year.11 As discussed above,
these trends are large and hard to ignore. Not surprisingly, these two adjustments reduce the
difference between the two series (we also experiment by multiplying the earnings of part-time
workers by a factor of 1.5, 1.8 and 2, respectively, with minimal changes).
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Figure 2: Labor market trends in the INPS dataset

10The source for the aggregate data is ISTAT (the Italian Statistical Agency). We report the “indice delle retribuzioni
lorde per ULA”, from the ISTAT Oros survey. The Oros survey is aimed at producing quarterly indicators on gross
wages, other labour costs and total labour cost for firms with at least one employee. Oros indicators are estimated by
the integration of Social Security data and monthly Large Establishment Survey data (LES). The Oros target population
are enterprises and private institutions with employees that, in the reference quarter, have paid wages and salaries
subjected to social contribution obligations.

11Employment time has been shown to be a crucial determinant of earnings growth in Italy by Hoffmann and
Malacrino (2019). Here we provide evidence that failing to account for the evolution in employment time could lead to
misleading conclusions about the evolution of earnings levels too.
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3 Core Statistics

This section reports and analyzes statistics on the evolution of the distribution of earnings and
earnings growth. In the construction of the sample, the computation of the statistics, and their
graphic illustration, we follow common guidelines given to all country teams. This approach fa-
cilitates comparisons of our statistics with the ones for other countries in this volume. We proceed
by discussing three broad topics: inequality, volatility, and mobility.

3.1 Inequality

We start the analysis of inequality by looking at the evolution of the cross-sectional distribution
of earnings. Figure 3, Panels (a) and (b), plots selected percentiles of the log earnings distribution
relative to their 1985 values. The distribution of earnings goes through two distinct phases. During
the 1985-1992 period all percentiles rise, though percentiles above the median rise more. Between
1993-2016, all percentiles gradually decline, though this trend is much more pronounced for the
bottom part of the distribution.12 The remaining panels document that these trends are similar
for women (Panels (c) and (d)) and for men (Panels (e) and (f)). One notable exception is that
for women median earnings declined as much as the 10th percentile in the second phase of the
sample period, while for men median earnings have been much more stable.

These trends suggest that inequality is growing significantly. Figure 4, Panels (a) and (b), report
the evolution of two direct measures of inequality, the P90-P10 gap and 2.56 times the standard
deviation. The two measures are approximately equal under normality.13 Hence, their difference
can be used to get a simple gauge of deviation from normality. Both measures show a rising trend
in earnings inequality. The measure based on the standard deviation is consistently higher, which
suggests that the distribution has more pronounced tail features than the normal distribution.14

Panels (c) and (d) break the rising trends into top inequality, captured by the P90-P50 gap, and
bottom inequality, captured by the P50-P10 gap. This decomposition reveals that while women
and men have similar trends in overall inequality, their source is different. For women, most of
the increase in inequality is coming from the top of the distribution, driven by a decline in median
earnings, while for men there is an increase in top inequality between 1985-1992, then a rise in
bottom inequality between 1992-2016.15

12The 1993 recession is likely a reason for this dramatic reversal. As documented in Miniaci and Weber (1999), this
was the deepest recession since the end of WWII, with aggregate consumption, GDP, and disposable income falling in
real terms by 2.5%, 1.2%, and 5%, respectively. The recession was characterized by widespread job losses, and a deep
crisis of the traditional retail sector.

13Most figures in this section are reported separately for men and women. For some of those figures, for complete-
ness, we also report the figures for men and women combined in Appendix A.3.

14While INPS includes only private sector employees, trends for public employees are similar (see Figure A.14 in the
Appendix, constructed using SHIW data).

15For men, there is a noticeable dip in earnings around the 10th percentile in 2002. It is not clear what causes this dip.
From private communications with INPS we learned that the share of men earning incomes around the 10th percentile
was (for reasons not well understood) higher in 2002 than in the adjacent years; however, the population percentiles
themselves were smoother than in our pictures.
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Figure 3: Percentiles of the earnings distribution
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3.2 Top Shares

Concerns about rising inequality have recently sparked interest in statistics that focus on the earn-
ings of workers at the very top of the income distribution (Atkinson et al., 2011). One common
statistic is the share of income that goes to workers above a certain quantile of the distribution,
such as the 99th or 99.9th percentile. The INPS data is top-coded above the 99.5th percentile. As a
result, estimates of top income shares based on simple sums are mechanically biased downward,
and non-parametric estimates of earnings quantiles above the 99.5th percentile are not feasible.16

To correct for this bias we apply an adjustment to the top income shares based on the assumption
that earnings above the top-code cutoff are Pareto distributed, with the same Pareto-tail index that
governs the distribution just below the top-code cutoff.

There are several established methods for estimating the Pareto tail index, but those typically
assume that the data are not top-coded. In Appendix A.2 we discuss four different methods for
estimating the Pareto-tail index on top-coded data, and conduct a visual test showing that this
assumption is a reasonable description of the data. The differences between methods are in their
efficiency and robustness to outliers. Since in our sample the tail of the earnings data is distributed
very close to Pareto, the different estimators end up producing economically similar estimates. For
estimating top income shares, we choose the maximum likelihood estimator, which is theoretically
the most efficient; we estimate the index using data between the 90th and 99th percentiles in each
year.17 Our estimate of the Pareto tail index falls sharply between 1985-1992 (from 3.3 to 2.7), but
since then it has remained rather stable (in the 2.6-2.8 range, see Figure A.5 in the Appendix). This
is considered a high Pareto tail index compared to those measured in other countries and that
appear in this volume, which means that Italy has a relatively low concentration of income at the
top.

Figure 5 documents the growth in the 10%, 5%, 1%, and 0.1% top income shares. Panel (a) uses
the unadjusted estimates that are calculated by simple sums over the top-coded observations. All
unadjusted top income shares grew by around 20% during the sample period. Panel (b) uses the
estimates of the Pareto tail index to adjust the top income shares. The top 10% and 5% adjusted
income shares grew roughly the same as the unadjusted shares, but the top 1% and 0.1% grew by
36% and 55% respectively.18 Relying on top-coded data, without the adjustment for the top-coding
bias, may lead to the erroneous conclusion that income shares only grew by a modest amount over
the sample period.

16Another limitation of the INPS data is that they only include compensation benefits that are subject to social security
contributions. For example, stock options became treated as ordinary income for tax purposes after 2008, but have
remained exempt from social security contributions, and are thus excluded from the analysis. Since such benefits are
more common among high earners, and are perceived to have risen in importance over time, the estimates of increase
in top income share in this analysis may understate the top income inequality in Italy compared to, say, the US.

17By picking the 90th percentile as the lower threshold we make sure that there are enough observations making
the estimate more robust to outliers. By picking the 99th percentile as the upper threshold we reduce the bias from
observations that are partially top coded.

18The unadjusted top income shares in the base year of 1985 are 23.9%, 14.7%, 4.8%, and 0.8% for the 10%, 5%, 1%, and
0.1% percentiles respectively. The adjusted top income shares for that year are 24.1%, 15.0%, 5.1%, 0.8% respectively.
For a graph with the levels of the top income shares, please see Figure A.6 in the appendix.
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Figure 5: Adjusted and unadjusted estimates of top income shares growth

3.3 Inequality Trends Across Cohorts

There is much discussion in labor economics as to whether the level of inequality observed in a
cohort of individuals depends on initial conditions as opposed to shocks that occur over the life
cycle. Figure (6), Panels (a) and (b), plots the evolution of initial inequality (i.e., measured at age
25) for the cohorts entering the labor market between 1985 and 2016. We plot both the P50-P10
gap (bottom inequality) as well as the P90-P50 gap (top inequality). For both men and women,
initial bottom inequality is higher, and remains fairly similar over time, with a notable spike for
the cohorts entering the labor market in the period surrounding the Great Recession. In contrast,
initial top inequality has been on the rise since the late 1990’s.

Panels (c) and (d) present the P90-P10 measure of inequality separately for selected birth co-
horts (entering the labor market in 1985, 1995, 2005 and 2010) over the life cycle (the first point on
each line is always age 25). In both panels, the dashed lines represent the inequality at ages 25 and
35 for all cohorts, which are plotted by year of observation. These panels reveal a stark pattern.
For the cohorts that entered the labor market before 2000, inequality has been rather stable over
the life cycle. For women in these cohorts inequality remained almost the same throughout the
sample period; for men in these cohorts the level of inequality rises around the Great Recession
and remains elevated since then. In contrast, cohorts that entered the labor market after 2000 faced
rising initial inequality. However, cohort differences in the level of inequality decline as time goes
by. The evidence thus suggests that entering cohorts after 2000 face a gradually changing labor
market, which has relatively mild effects on older cohorts. We return to these trends and examine
the role of structural labor market reforms in driving them below.
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Figure 6: Decomposition of inequality by cohort
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3.4 Volatility, Skewness and Kurtosis

Measures of volatility, or the cross-sectional dispersion in earnings growth rates, are often inter-
preted as indicators of idiosyncratic labor earnings risk. In this section we explore the distribution
of the one-year growth in residual earnings, denoted g1

it and obtained after controlling for the age
of the worker and the year. We describe volatility first using an overall measure (the P90-P10
percentile gap), and then break this down into the P90-P50 and P50-P10 percentile gap measures,
which are direct indicators of “upside volatility” and “downside volatility”, respectively.

Overall volatility, as measured by the P90-P10 percentile gap, is plotted in panels (a) and (b)
of Figure 7, separately for women and men, respectively. Volatility increases significantly over the
sample period. However, while for women the increase is concentrated in the first 15 years of the
period, for men it lasts until the Great Recession, with both groups experiencing a slight decline
thereafter. Note also that women face 50% more volatile earnings than men (likely reflecting more
frequent entry and exit from the labor force), and the difference remains stable over time. The
overall increase in volatility is consistent with the debate in Italian media and policy circles about
the increased instability (“precariousness”) experienced by workers.

Figure 7 decomposes overall volatility into upside and downside volatility, again separately
for women and for men in Panels (c) and (d). Both volatility measures have a common trend that
is increasing over time. As is documented elsewhere (Hoffmann and Malacrino, 2019), after taking
out a time trend, the upside dispersion is procyclical and the downside dispersion countercyclical.

While economic risk is typically associated with measures of volatility, extreme tail events may
also contribute to a worsening of the uncertainty faced by workers. Figure 8 shows more complex
statistics that capture the asymmetry and central tendency of the distribution. Panel (a) shows the
Kelley skewness (defined as K = (P90−P50)−(P50−P10)

P90−P10
), a measure of the degree of asymmetry in the

distribution. If the distribution is symmetric, K = 0; if there is more weight on the left tail (i.e.,
wage losses become more likely), K > 0. Given the procyclical nature of the upside volatility and
the relative stability of the overall dispersion, the Kelley skewness is procyclical. Panel (b) shows
the excess Crow-Siddiqi kurtosis (defined as CS = P97.5−P2.5

P75−P25
− 2.91), which measures the central

tendency of the distribution. Any value above zero implies that the distribution has a stronger
central tendency than the benchmark of the normal distribution.

Do younger cohorts face more instability (“precariousness”) than older cohorts, as often ar-
gued in the popular press? Figure 9 shows the evolution of earnings volatility for selected cohorts
as they age (with the dashed lines representing the level of volatility faced by the 25 year olds and
35 year olds in different calendar years). There are two basic takeaway points. The first is that
volatility declines as people age (consistent with moves to more stable employment and wages).
The second point is that the increase in volatility that happens over time partly reflects composi-
tional changes, i.e., more recent cohorts facing higher levels of volatility than older cohorts.
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Figure 7: Volatility and its upside/downside decomposition
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3.5 Heterogeneity in Volatility, Skewness and Kurtosis

How does volatility affect different workers? Figure 10 reports measures of volatility, separately
for women and for men, by permanent income percentiles, averaging over the latest 20 years of
data. Permanent income is defined as average residualized log-earnings over the previous 3 years.
The percentiles of permanent income are calculated using the distribution of permanent income
in each sample year, then pooled together. Each line represents a different stage of the life-cycle
(age 25-34, 35-44, and 45-55). As expected (and as remarked above), volatility declines as people
age and move onto stabler jobs. For women, dispersion is concentrated in the early part of their
career, most likely due to intermittent labor force participation. For men, dispersion is higher
among low-permanent income workers.

Panels (c) and (d) plot the Kelley skewness coefficient by permanent income percentile; each
line is again a different age group. There are now much starker differences between men and
women. For men, the distribution appears rather symmetric in the middle of the distribution,
and Kelley skewness is positive at the bottom and top of the distribution. Moreover, age effects
are minimal. For older women the pattern is similar to men’s. However, younger women face
a degree of left skewness (a long left tail) that is steeply declining with permanent income per-
centiles, suggesting that women’s earnings at the top the distribution revert significantly to the
mean, a pattern that may be explained by more intermittent labor force participation during this
stage of career for high-permanent income women (perhaps reflecting more generous maternity
leave policies or employment protection).

The last two panels of Figure 10 plot the degree of excess Crow-Siddiqi kurtosis by permanent
income percentiles, again separately for women and men. While the patterns are qualitatively
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similar (an inverted-U shape), there are stronger age effects and much greater central tendency for
women.19

Unlike Figure 10, Figure A.15 in the Appendix looks at the evolution of volatility over time
rather than across stages of the life cycle. It shows that there are two distinct phases. From 1990
to 2000 volatility increases only for the bottom third of the permanent income distribution; be-
tween 2000-2010, all groups experience an increase in volatility except those in the top third of the
distribution. Essentially, high-permanent income workers not only experience little increase in
volatility between 1990 and 2010; they also face the least level of earnings volatility to start with.
If volatility is really reflecting risk, this suggests that over time risk has shifted from people best
equipped to insure against it to people least equipped to do so (assuming permanent income is a
good measure of ability to self-insure).

3.6 Mobility

As opposed to volatility, which measures changes in total income over short periods of time,
mobility refers to changes in the permanent component of income over extended periods of time.
To evaluate mobility in the data, we first measure simple statistics to gauge the extent to which
the current permanent income of workers is predictive of their permanent income in the future.

Figure 11 plots the average permanent income percentile in year t + 10 conditional on the
permanent income percentile occupied in year t.20 Panels (a) and (b) show these statistics sepa-
rately for women and men, and separately for 25-34 year old and 35-44 year old. In a “perfectly
mobile” distribution, in which past earnings are not predictive of future earnings, the mobility
curve would be a flat horizontal line at the 50th percentile. In a “perfectly stagnant” distribution,
in which workers stay in the same earnings percentile for their entire career, the mobility curve
would coincide with the 45 degrees line, captured here by the black dashed line. The different age
groups capture the life-cycle component of mobility. For both women and men, mobility is higher
early in the career. This is especially true for low income workers that are expected to rise up to
20 percentage points in the permanent earnings distribution. At the top, there is mean reversion.
Panels (c) and (d) show the same statistic for women and men in two different years, 1995 and
2005. The extent of mobility from different parts of the distribution does not change significantly
over time.

While informative of trends across two specific years, these figures do not tell us immediately
if overall mobility has declined or increased over the entire sample period. To do so, we construct
a simple test. We first allocate workers to earnings percentiles; next, we regress the percentile they

19In the last two panel we do not plot the level of excess Crow-Siddiqi kurtosis for the top percentile of permanent
income. In fact those individuals are disproportionately likely to have top coded earnings in two consecutive years
implying that both the difference between P25 and P75 at the denominator of the formula for the Crow-Siddiqi index
(CS = P97.5−P2.5

P75−P25
− 2.91) is very close to zero along the sample, making the estimated central tendency implausibly high.

Notice that P2.5 is much less likely to be close to zero as extreme changes in income for those individuals are likely to
come from large drops in earnings – implying these are probably workers who fell out of the top percentile after some
consecutive years of high earnings. Results including those data points are available from the authors upon request.

20These figures are computed averaging over the latest 20 years of data.
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Figure 10: Volatility and asymmetrical and central tendencies of earning growth by income. The
figures are obtained pooling together the latest 20 years of data.
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Figure 11: Mobility. The figures are obtained pooling together the latest 20 years of data.
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occupy in a given year against the percentile they occupy in the previous year (a rank-rank corre-
lation analysis). The estimate of the rank-rank correlation coefficient is 0.89 (s.e. 0.0001), showing
a rather low level of earnings mobility. As expected, long-term (four year apart) mobility increases
slightly, but remains still quite low (a rank-rank correlation coefficient of 0.79, with s.e. 0.0003).21

To test if this level has significantly changed over time, we add interactions with calendar year.
The coefficient is very stable, ranging between 0.87 and 0.92 throughout the sample period.

4 What Drives the Trends?

This section explores the immediate causes of the observed trends in inequality and volatility. To
motivate the exploration, we start with a simple exercise that compares two sets of factors that
may be responsible for long-run changes in the distribution of earnings. The first set includes
demographic factors, such as the rise in female labor participation and changes in the age com-
position of the labor force. The second set includes changes in the nature of a job, such as the
rise in part-time and fixed-term contracts. As discussed in Section 2, these trends were driven
by a number of labor market reforms that, starting in the mid-1990s, made it easier for firms to
offer atypical labor contracts. We evaluate the relative contribution of these factors by comparing
the cross-sectional distribution of annual earnings in 2016 and two counterfactual distributions,
which we construct using the procedure suggested by DiNardo, Fortin, and Lemieux (1996). The
first fixes the age and gender composition of the sample to the 1985 baseline. This counterfactual
distribution hence captures the effects of demographic factors. The second, besides fixing age and
gender to the 1985 baseline, does so also for the part-time status of a job. It therefore captures the
additional role of changes in the composition of jobs.22

Figure 12 shows the actual density of the cross-sectional earnings distribution in 2016 (the
solid line) and the counterfactual density (the dashed line). In the left panel, the counterfactual
distribution reweights observations to match the 1985 distribution of age and gender. Clearly, this
counterfactual distribution overlaps almost entirely with the actual distribution. The right panel
reweights observations to match the 1985 distribution of age, gender, and part-time status of a
job. Since there were very few part-time jobs in 1985, this counterfactual is closely related to the
distribution of earnings for workers with full-time jobs. This counterfactual is noticeably much
different. It features a much thinner left tail, and is less dispersed around the mean. This exercise

21Mobility in our Italian sample appears lower than in the US. Using PSID data for the 1985-2012 period, and selecting
for comparability a sample of employed workers aged 25-55, we find that the four-year apart rank-rank correlation
coefficient for the US is 0.74 (s.e. 0.0037).

22We do not condition on fixed-term contracts because they started being reported to INPS only in 1998. An exercise
using both part-time and fixed-term contracts with baseline composition in 1998 reveals a similar pattern. In comparing
actual and counterfactual distributions that involve part-time employment, it must be kept in mind that the nature
of part-time employment in 1985 may have been different than in 2016. In particular, when part-time employment
was introduced (in 1984), it was heavily regulated, it was subject to limitations on working hours, and it was relative
expensive for firms to use (which may have affected base pay). Most of these restrictions were lifted or reduced between
1996 and 2000, making part-time less regulated, more flexible, and establishing the principle of ‘non-discrimination’
between part-time and full-time workers (as regards to trade union rights, pays, annual holidays, parental leaves,
protection against workplace accidents and occupational illness and access to company training schemes).
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Figure 12: Counterfactual decomposition of earnings, demographic factors vs. job characteristics

suggests that changes in the nature of jobs held by Italian workers are important drivers of the
changes in the earnings distribution we discussed above, as opposed to demographic changes (in-
creased female participation and population aging). In the analysis below we thus focus primarily
on factors that determine the distribution of jobs.

We take advantage of three variables that are present in the INPS data (and typically unavail-
able in administrative social security data for other countries): weeks worked, contract type, and
the cause of separation. Using these variables we answers four related questions. First, is the vari-
ation in annual hours worked or the variation in average hourly earnings that drive the observed
trends in inequality and volatility? Second, is employment turnover induced by fixed-term con-
tracts an important determinant of increased earnings volatility? Third, are fixed-term contracts
a “stepping stone” for marginal workers entering the labor force, or do they represent merely a
permanent shift towards jobs lacking traditional forms of employment protection? Fourth, did the
dual labor market created by the reforms contribute to the stagnation in labor productivity?

4.1 Decomposing Annual Earnings: Hours and Wages

We begin our exploration by following a familiar insight from labor economics: labor earnings are
the product of the quantity of labor and the compensation per unit of labor. Here, we decompose
earnings into annual hours worked and average hourly earnings in order to understand trends
in earnings inequality and volatility. To avoid complications associated to multiple or concurrent
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jobs, the analysis focuses on the main job held during the year.
In the INPS dataset we observe annual weeks worked and an indicator for part-time or full-

time employment. More precisely, the archive contains two “weeks” variables: annual weeks of
covered employment and (for part-time employees) full-time equivalent weeks of covered em-
ployment. These variables are reliable since they are used by the social security administration for
establishing pension benefit eligibility and their amount. During our sample period they became
even more important as pension reform used thresholds based on total years of social security con-
tribution to determine who would be grandfathered under the older (and more generous) defined
contribution system and who would be subjected to a mixed system or, for relatively recent labor
market entrants, fall entirely under the new defined contribution system. However, the archive
includes no information on actual hours worked per week. To move from annual weeks worked
to annual hours worked, we multiply the full-time equivalent weeks of covered employment by
40 (the average weekly hours worked by full-time employees, as computed from the SHIW, see
Figure A.16 in the Appendix).

Let yit, hit and wit denote the logarithm of annual earnings, annual hours worked, and hourly
earnings (mean compensation per hour worked), respectively. Then:

yit = hit + wit. (1)

This identity allows us to decompose the variance of log earnings (a standard measure of inequal-
ity) into three components: the variance of hours, the variance of hourly earnings, and (twice)
their covariance (a measure of labor supply elasticity):

σ2(yit) = σ2(hit) + σ2(wit) + 2Cov(hit, wit). (2)

Applying the same identity to the first difference, we can also decompose the variance of annual
earnings growth ∆yit (a standard measure of volatility) into three components:

σ2(∆yit) = σ2(∆hit) + σ2(∆wit) + 2Cov(∆hit, ∆wit). (3)

Figure 13 applies these decompositions to each year in the sample. Panel (a) shows the decom-
position of inequality (equation (2)). In all years, the variance of hours is the dominant component
of the variance of earnings. The cross-term is positive, which means that higher average hourly
pay is associated with greater labor supply. Both the component due to hours and the cross-term
are rising over time. The hourly earnings component is stable for most of the sample period,
except for a spike during the Great Recession. A simple accounting calculation shows that the
variance of hours alone accounts for one-third of the rise in income inequality between 1985 and
2016; taking into account the cross term, this rises to 74%. Panel (b) shows the decomposition of
earnings volatility (equation (3)). Once more, the dominant component is the variance of changes
in annual hours. The cross term is relatively small and negative, suggesting that –net of hetero-
geneity in preferences for leisure– workers reduce their labor supply when their wage increases
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Figure 13: Decomposition into hours worked and hourly earnings

(i.e., that the wealth effect dominates the substitution effect).23

Hoffmann and Malacrino (2019) decompose annual earnings into annual weeks worked (in-
stead of annual hours, as we do here) and weekly earnings. They show that labor supply is the
dominant driver of the procyclical component of skewness. The mechanism is as follows. During
recession, the separation rate increases and the hiring rate decreases. Due to the high separation
rate, many workers experience a sharp fall in earnings. Due to the low hiring rate, these newly
unemployed workers spend more time without a job, which increases the weight on the left tail of
the distribution. During the recovery, the pool of non-employed workers is large, and their grad-
ual hiring increases the weight on the right tail of the distribution. In comparison, the distribution
of changes in weekly earnings is symmetric and does not vary much over the business cycle.

4.2 Transitions and Volatility

What determines volatility in earnings? Some determinants of volatility are easy to trace: workers
get promoted or demoted, switch employers, or change the quantity of labor on the intensive or
the extensive margin. To quantify the contribution of these labor market events we construct a
rolling 3-year worker-level volatility measure σ̂2

it, defined as:

σ̂2
it =

1
3

1

∑
j=−1

∆y2
it−j −

(
1
3

1

∑
j=−1

∆yit−j

)2

.

Then, we regress this worker-level volatility measure on labor market events that are observed
in our data. Table 1, column (1), reports the results of a regression of σ̂2

it against indicators for
separation from an employer by cause, as well as controls for age, gender, occupation, employers

23Generally, measurement error in hours growth will generate a downward bias in the estimate of the covariance
term, known as “division bias”.
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and sectors switching, part-time status, transitions from full- to part-time and vice versa, change in
weeks worked, dummies for time and region, and number of firm records in the year. In column
(2) we also add worker fixed effects.

The key variables in these regressions are the separation indicators. They allow us to estimate
how much earnings volatility changes in response to separations that can be classified as voluntary
(quits), involuntary (layoffs), or predictable (a fixed-term contract ends).24 Focusing on the results
in column (2) (our preferred specification since it also includes worker fixed effects), we find a a
substantial role for unobserved worker heterogeneity, as reflected in the increase in the adjusted R2

when fixed effects are included. In this specification, the contribution of end of contract and layoff
are statistically indistinguishable (p-value 60%). Since the average worker-level volatility among
stayers is 0.10, our results imply that a layoff or end-of-contract event would more than double
individual earnings volatility relatively to the average volatility experienced by stayers. Note
finally that our measure of worker-level volatility, σ̂2

it, is only defined for people with positive
earnings over three consecutive years. This may be a lower bound for the extent of earnings
volatility experienced by those who exit the sample for one or more years following a separation.
The fact that layoffs and ending of fixed-term contracts induce a similar rise in earnings volatility
is surprising, since at least in principle layoffs are less anticipated than the end of a fixed-term
contract. However, the evidence may be consistent with the fact that only a modest share of fixed-
term contracts are converted into open-ended contracts when they expire (which suggests they
are not unambiguous “stepping stones” to permanent employment).25

4.3 Are Fixed-term Contracts Stepping Stones to Permanent Jobs?

One of the cornerstones of the labor market reforms that began in the mid-1990s was the gradual
removal of restrictions on firms’ utilization of fixed-term contracts. As we report in the Section 2,
the reforms were effective in that the share of fixed-term contracts rose from 8% of employment
contracts in 1998 to 18% in 2016. The analysis so far also points to a role of these new contract
in the rising volatility of earnings. It is not surprising that this transformation of the Italian labor
market has been controversial from the start.

The standard argument in favor of allowing fixed-term contracts with little to no employment
protection (while preserving strong employment protection for employees in traditional open-
ended contracts), is that firms facing uncertainty are reluctant to hire workers on a permanent
basis if laying them off at a later date involves large costs. Allowing firms to hire workers on a
temporary basis may increase job creation and efficiency, discourage informal work, and draw
more workers into the labor force. Those new workers, who would otherwise have remained

24Figure A.17 in the Appendix shows how the share of separations by cause has evolved between 2005 and 2016
(unfortunately information on the cause of separation are missing before 2005), and highlights that the end of a fixed-
term contract has become the most common cause of separation in recent years.

25Of the workers who are on a fixed-term contract in year t, 63% continue to work with the same type of contract at
time t + 1 (44% with the same employer, 19% with a different one); 19% transition to an open-ended contract (10% with
the same employer, 9% with a different one); and 17% leave employment altogether.

25



Table 1: Volatility

(1) (2)
Cause Separation: Layoff 0.271 0.140

(0.002) (0.002)
Cause Separation: Quit 0.176 0.081

(0.002) (0.002)
Cause Separation: End Contract 0.207 0.138

(0.002) (0.002)
Cause Separation: Other 0.176 0.098

(0.004) (0.004)
Age -0.015 -0.003

(0.000) (0.001)
Age squared /100 0.013 0.010

(0.000) (0.001)
Female 0.052

(0.001)
Occ: Blue collar -0.051 0.027

(0.004) (0.007)
Occ: White collar -0.087 -0.004

(0.004) (0.006)
Occ: Middle manager -0.104 -0.014

(0.004) (0.007)
Occ: Executive manager -0.082 -0.027

(0.005) (0.008)
Main job was part-time -0.009 -0.053

(0.001) (0.002)
Full time to part-time 0.236 0.170

(0.003) (0.003)
Part-time to full time 0.155 0.056

(0.003) (0.003)
Job switcher 0.124 0.065

(0.001) (0.001)
Sector switcher 0.095 0.057

(0.002) (0.001)
Change in weeks worked/52 -0.015 -0.007

(0.002) (0.002)
Individual fixed effects NO YES
Adj. R2 0.084 0.449
Observations 5,789,700 5,836,552
Mean volatility stayers 0.097 0.097
P-value Layoff=End-contract 0.000 0.602

Notes: This table reports the coefficients from regressing a rolling measure of annual earnings volatility
(see main text) on causes of job separation and other controls. The omitted category among the causes of
separation is a dummy that takes value one if the worker did not experience a separation in year t. The
omitted category among occupations is a dummy for apprenticeship. All specifications include year,
region, firm size dummies, and number of firm records in the year. The last column includes individual
fixed effects. Standard errors are clustered at the worker level.
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out of the labor force, find gainful employment and form relationships that may lead them to
permanent jobs later on. Following Booth, Francesconi, and Frank (2002), we call the idea at the
basis of this argument the “stepping stone” hypothesis. The standard counterargument is that
the introduction of fixed-term contracts creates a two-tiered labor market, in which “insiders”
with open-ended contract enjoy high incomes with stability and generous pension benefits, while
“outsiders” are forced to take fixed-term contracts without any of those protections, and without a
realistic chance of ever becoming insiders. As a consequence, some workers, mostly unskilled and
in cohorts that enter after the reforms, are permanently shifted towards jobs lacking traditional
forms of employment protection.26

In this subsection we shed light on these hypotheses in three ways. First, we document large
differences in the incidence of fixed-term contracts across worker birth cohorts. The left panel
of Figure 14 shows that workers who entered the labor market after the reforms are much more
likely to be employed with such contracts. Specifically, in 2016 more than one-third of workers
who entered the labor market in that year held fixed-term contacts, as opposed to 20% among
those who entered the labor market a decade earlier, and 15% among those who entered the labor
market two decades earlier. While there is some convergence across cohorts in the share working
on fixed-term contracts, it is far from rapid; this has important consequences for human capital
accumulation patterns, as we shall see below.

Second, we document equivalently large differences in worker entry and exit rates from the
labor market. The right panel of Figure 14 reports the share of intermittent workers by cohort. We
define an intermittent worker as one who is employed in year t, but has no record of employment
in either year t− 1 or t + 1. The cohorts entering the labor market after the labor market reforms
have a larger share of intermittent workers.

Finally, one argument in favor of fixed-term contracts is that they allow workers to enter the
labor market earlier than they would have done otherwise, and this may help them improve the
chances of securing a permanent open-ended contract at a later date. We test this idea informally
in Table 2, where we consider two different samples. In sample 1 the “early starters” are individu-
als who were employed at age 25 with a fixed-term contract, while the rest of the sample is people
who were not employed at age 25.27 In sample 2 we add the condition that both are employed
at age 26. These two samples capture, in different ways, the idea that the “early starters” had an
advantage in terms of an early entry in the labor market through a fixed-term contract and, the
argument goes, should get a faster transition than those who delay their entry into an open-ended
contract. In all cases, the dependent variable is whether the worker is on an open-ended contract
between age 27 and 35.

For each sample, we present three specifications. One looks at the unconditional probability of

26See Boeri and Garibaldi, 2007 for a discussion of the effects of fixed-term contracts on mean employment and on
aggregate fluctuations in employment. They argue that the introduction of fixed-term contracts leads to a “honeymoon
period” in which employment and output increase, but labor productivity decreases. However, in a more recent paper,
Daruich, D’Addario, and Saggio (2021) rely on the staggered implementation of one of the labor market reforms across
collective bargaining agreements (the Decree 368/2001) to find that the reform had no positive effects on employment.

27Strictly speaking, they were out-of-sample, which could also include public sector employment.
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Figure 14: Shares on fixed-term contracts and intermittent workers, by cohort

holding an open-ended contract. In all cases, it appears that an early start confers a slight to decent
advantage to hold a permanent contract job. However, there are several compositional issues to be
concerned about: those who start earlier may be of higher quality (as the sign of the regression in
column 1 suggests) or lower quality (if they start early because they accumulate less non-market
training) and face more predictable labor market interruptions. In the second specification, we
control for gender, age, the employment status at age 26 (with out-of-sample status being the ex-
cluded category in sample 1), and average log-income during the first decade in the labor market.
This variable implicitly conditions on employment; it can be interpreted as a proxy for unobserved
skill, albeit an imperfect one if “better” workers are offered contracts with more back-loading on
open-ended jobs to incentivize their accumulation of job specific skills or to reduce the chances
they will quit to a different firm. In a third specification we add further heterogeneity controls
(region of residence and industry of employment in the first job observed in the sample). Clearly,
an early start through a fixed-term contract no longer confers any significant advantage in terms
of securing permanent employment for most of the early stage of one’s career, and if anything
there is some scattered evidence that the early starters (conditioning on characteristics) have a
slightly lower probability of holding an open-ended contract at any age between 27 and 35, per-
haps reflecting some form of path-dependence or lower incentives to invest in on-the-job forms
of human capital. While differences in the composition of workers remain (through unobserved
heterogeneity, which means this evidence is not to be interpreted as causal), we find it suggestive
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Table 2: The probability of working on a open-ended contract between age 27 and age 35

Sample 1 Sample 2
(1) (2) (3) (4) (5) (6)

Early starters 0.0764 -0.0029 0.0029 0.0103 -0.0157 -0.0129
(0.0016) (0.0014) (0.0014) (0.0022) (0.0017) (0.0017)

Average log income 0.1393 0.1310 0.2093 0.1991
(0.0004) (0.0004) (0.0008) (0.0008)

Male 0.0258 0.0116 0.0077 -0.0014
(0.0009) (0.0010) (0.0017) (0.0018)

Age 0.2504 0.2566 0.0547 0.0598
(0.0028) (0.0028) (0.0046) (0.0046)

Age squared -0.0037 -0.0038 -0.0010 -0.0010
(0.0000) (0.0000) (0.0001) (0.0001)

Fixed-term contract at 26 0.0317 0.0370
(0.0015) (0.0015)

Open-ended contract at 26 0.2352 0.2158 0.1918 0.1770
(0.0014) (0.0015) (0.0017) (0.0018)

Region dummies (1st job) N N Y N N Y
Sector dummies (1st job) N N Y N N Y
Observations 3,029,242 3,029,242 2,964,614 1,021,157 1,021,157 1,001,856

Notes: In sample 1 the “early starters” are people who work at age 25 with a fixed-term contract, while the
rest of the sample is people who are unemployed at age 25. In sample 2 we add the condition that both are
employed at age 26. Standard errors clustered by individual workers.

that the “stepping stone” mechanism, if it exists, appears rather weak.28

4.4 Experience, Human Capital, and the Slowing Down of Productivity Growth

As we mentioned in the introduction, labor productivity in Italy has been stagnant for more than
two decades (see Figure 1). What is puzzling is that this decline in productivity has occurred
despite an overall increase in average years of schooling (see the left panel of Figure 15), a phe-
nomenon that one would normally associate to an increase in human capital (and hence produc-
tivity).29 However, there are other components of human capital that may have declined at the
same time as average schooling was increasing. In particular, the structural labor market reforms
may have contributed to the slowing down of labor productivity growth by reducing on-the-job
training and the labor market experience of recent cohorts (which is indeed what we see from the
middle and right panels of Figure 15).

Following the classic theory of human capital, suppose that workers are paid a market rate
on their supply of human capital, that human capital of skilled and unskilled workers are per-
fect substitutes in production, and that schooling, general experience and firm-level experience

28This is also consistent with an early analysis of the nature of fixed-term contracts using Italia survey data by Booth
et al. (2002). Moreover, while our regressions are conditional on employment, an outcome that could depend on the
exposure to the reforms, recent evidence by Daruich et al. (2021) suggests that this is unlikely to be the case.

29Unless schooling is used as a signal, or the quality of education has declined.
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Figure 15: Components of human capital

(tenure) all contribute to human capital. In particular, the Mincerian framework assumes that the
human capital in year t of a worker i born in year b can be described as:

Hi(b)t = eφ(Qi(b)t)eα(Si(b))+β(Xi(b)t)+γ(Ti(b)t) (4)

where Si(b) is schooling (assumed to be completed by age 25 when people enter the labor market),Xi(b)t

the number of effective cumulative weeks of experience since age 25, Ti(b)t the weeks of cumulative
tenure with the current employer, and Qi(b)t a set of variables influencing the quality of human
capital. Assume for simplicity that schooling affects the growth of human capital linearly, that
the functions β(.) and γ(.) are quadratic in their arguments (as typically assumed in Mincerian
regressions), and that the quality of human capital can be adequately captured by a birth cohort
effect. Then log earnings can be written as:

yi(b)t = log(wtHi(b)t) = log(wt) + φb + αSi(b) + β1Xi(b)t + β2X2
i(b)t + γ1Ti(b)t + γ2T2

i(b)t + ε i(b)t, (5)

where the price of a unit of human capital wt is captured by a time fixed effect, and ε i(b)t is unob-
served heterogeneity (including measurement error, ability, etc.).30

30In the regression we also control for labor supply indicators (weeks worked and part-time status), firm size dum-
mies, and sector dummies.
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Using a within-group strategy to sidestep various forms of omitted variable bias, we can use
the INPS data to obtain unbiased estimates of β1, β2, γ1 and γ2. Identification of these parame-
ters comes from labor market interruptions and firm switching, respectively. We then obtain an
estimate of the fixed effect ( fi(b) = φb + αSi(b)) and hence construct an estimate of the aggregate
stock of (log) human capital of a given cohort at different stages of the life cycle using the Mincer
equation estimates of β1, β2, γ1,γ2, and fi(b), and the average levels of experience and tenure as the
cohort ages.

In Figure 16 we plot separately estimates of the quality/schooling component (the term φ(Qi(b)t)+

α(Si(b))) and the experience component (the term β(Xi(b)t)+γ(Ti(b)t)) of human capital, calculated
at cohort means. Since the first term does not vary over the life cycle, we plot it against the year
of entry in the labor market; in contrast, we plot the second term against age for selected birth
cohorts. In both cases, we normalize to the value of the cohort born in 1962 and entering the la-
bor market in 1987. The left panel shows that the overall quality/schooling component increases,
although we cannot separate how much of this growth is coming from the general increase in
schooling achievement and how much is coming (or is counteracted) from a change in the “qual-
ity” of schooling. However, the level of this component is small compared to the experience com-
ponent, which we plot in the right panel on the same scale for comparison purposes. Here, we
show that cohorts entering in more recent years have human capital profiles systematically be-
low those of older cohorts. In fact, if we were to extrapolate these profiles to age 55, we calculate
that the cohort entering the labor market in 2005 would accumulate 10% less human capital than
the cohort entering in 1995, and 7% less than the cohort entering in 2000 (obtained as the sum of
the quality/schooling component and the experience component, extrapolated with a quadratic
term). Our conclusion is that the labor market reforms, shifting younger workers towards atypi-
cal contract featuring less attachment to the labor market and to a given employer, contributed to
a decline in their stock of human capital in the form of lower levels of general and firm-specific
experience, and most likely permanently so. Increases in schooling attainment attenuated but did
not counteract the decline in experience.31

5 Conclusions

Two key trends characterize the earnings distribution in Italy over the 1985-2016 period: increas-
ing inequality and increasing volatility. These trends are fairly similar for men and women. In
the second half of the paper we have argued that the wave of labor market reforms implemented
since the late 1990s is the most likely explanation for both trends. The dramatic rise in part-time
and fixed-term employment increases inequality in earnings through a dramatic change in the
dispersion of annual hours worked across jobs. While dispersion in average hourly earnings also
increases, the rise is an order of magnitude less than the dispersion of annual hours. In principle,
these changes could represent efficient re-allocation (for example, by facilitating female participa-

31This result is similar to that in Tomelleri (2021).
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Figure 16: Human capital stock

tion or allowing more flexibility for both firms and workers). However, we show that the emer-
gence of new contractual arrangements brought about by the labor market reforms also increase
earnings volatility from one year to the next. If volatility is interpreted as a measure of the unin-
surable risk faced by individual workers, then re-allocation has important welfare consequences.
The shift from open-ended to fixed-term contracts also reduces on-the-job human capital accumu-
lation, both general and firm-specific. This is partly mechanical (due to shorter mean job duration)
and partly behavioral (if fixed-term contracts are not always converted to open-ended contracts,
both firms and workers have lower incentives to invest in one another). Using a simple Mincer
regression framework, we find this indeed to be the case, despite a general increase in schooling
attainment. It is plausible that the downward shift in the stock of human capital among younger
cohorts may partially be behind the decline in labor productivity observed in Italy since the mid-
1990s. This evidence indicates that the policy steps taken in response to the economic slowdown
have also indirectly contributed to the decline in labor productivity by slowing the accumulation
of human capital.
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Appendix

A.1 Other Forms of Employment: Public Sector and Self Employment

One of the limitations of the INPS data is that it does not cover public sector workers or self em-
ployed. In this section, we use the Survey of Household Income and Wealth (SHIW) to explore
these other forms of employment and to gauge their potential impact were our statistics derived
on the full population of workers. The SHIW is conducted by the Bank of Italy and is a repre-
sentative cross section of households and workers. Since 1989, SHIW follows a rotating sample of
panel households. These household are sampled once every two years.

To complement our analysis, we use three main features of the survey data. First, the survey
identifies self employment and self employment income. The data further indicate whether the
worker is a sole proprietor, a free lance worker, or a “member of the professions”. Second, the data
include a variable for the industry of the worker. These are only broad industry but they indicate
whether the worker is a private or a public employee. Third, for all three categories of workers
there is a variable measuring the self reported status of the worker. Fourth, there is a variable on
contract type and whether work is supplied on a full time or part-time basis.

The first question is how often do workers transition between four labor market states: em-
ployment with a permanent contract, employment with a fixed-term contract, self employment,
and non-employment. We measure the 2-year probability of observing a worker in each one of
these states switch to any other states. We estimate the probabilities on workers 25-55 years old,
and separately for men and women but pooling over all the years since 2000. Using these esti-
mates we find the unique “generator matrix” that matches the observed transition probabilities.
A generator matrix is a matrix in which each row includes the Poisson arrival rate of jumps from
the row state to the column state, and has negative values on the diagonal so that the rows add up
to one. This matrix defines a continuous time Markov chain and allows us to make predictions on
the conditional state distribution of workers at any horizon given initial conditions.

Figure A.1 shows the conditional probability of being in each labor market state at every hori-
zon up to 20 years, for women and men separately (panel (a) for women, panel (b) for men).
The figures reveal several facts. One is that a fixed-term contract status is more likely to lead to
non employment. For both women and men, the probability of a fixed-term contract holder to
have an open-ended contract within 5 years is 50%, and to have a fixed-term contract 15%. But
women with fixed-term contract have a 30% probability of being non employed within 5 years,
compared to 22% for men. The difference is captured by men’s higher probability of being self
employed. Self employment is considerably less persistent status for women. The probability of
being self employed after 5 years for a self employed woman is only 50% compared to 75% for
men. Similarly, non-employment status is more likely to persist for women: 75% of non employed
women are non employed 5 years later compared to only 50% for men. We conclude the follow-
ing: workers in open-ended jobs, both men and women, are not likely to transition to a fixed-term
contract, while workers in fixed-term employment often end up in an open-ended contract. Fur-
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thermore, the “temporary” contract seems to serve its purpose better for men than for women.
Lastly transitions into self employment are rare. Self employed men are likely to transition di-
rectly into a permanent contract, while self employed women are equally likely to be employed
in a fixed-term contract which suggests that self employment serves a different purpose for men
and women.

The second question is: how often do workers transition between private and public sector
jobs? We apply the same method of measuring transition probabilities and extrapolating under
the continuous-time Markov chain assumption, but this time to employment in the private sec-
tor, the public sector, self-employment, and non employment. Figure A.2 shows the estimated
probabilities. Both women and men employed in the privates sector have a low probability of
transitioning to the public sector. The probability of a worker employed in the private sector to
be employed in the public sector after 20 years is 21% for women and 16% for men. Transitions in
the opposite direction are much more common: 22% of women and 24% of men in public sector
jobs transition to private sector jobs after 5 years, and this number grows to 30% and 44% after 20
years. This is likely due to the gradual reduction in the size of the Italian public sector over the
sample period.

A.2 Top Income Share Estimation in Right-Censored Data

This section describes the procedure of estimating top income shares in top-coded data and im-
plements it to the INPS data. The basic idea is the following. Let F(y) be the true cumulative
distribution function of earnings. A distribution F(y) has a Pareto tail if there is a value y such
that for all earnings y, y′ such that y ≥ y′ ≥ y, the earnings are Pareto distributed,

1− F(y) = (1− F(y′))
(

y
y′

)−α

.

The parameter α > 0 is called the Pareto tail index. We assume that there exist a value y∗ ≥ y
which is below the top coding threshold, and thus the probability P∗ = F(y∗) can be estimated as
the share of observation smaller than y∗, and the conditional mean income of workers E[y|y < y∗],
can be reliably estimated as a simple mean. Inverting the expression for the tail distribution, we
can define the quantile function for all probabilities P > F(y∗) as

Q(P) = y∗
(

1− P
1− F(y∗)

)− 1
α

.

Furthermore, if α > 1, the mean income above the P > P∗ quantile is

E[y|y > Q(P)] =
α

α− 1
Q(P).

The share of earnings that goes to the top (1− P) quantiles can then be expressed as:
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Figure A.1: Transition probabilities by horizon

Notes: Each graph shows the probability of a worker in a certain state (open-ended, fixed-term,
self employed, not employed), which is specified in the title, to be in each of the states after a
given number of years. Probabilities calculated using a continuous-time Markov chain with a
fixed transition matrix. The transition matrix is estimated using two-years changes in work status
for 25-55 year old in SHIW pooled sample, 2000-2016.
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Figure A.2: Transition probabilities between sectors by horizon

Notes: Each graph shows the probability of a worker in a certain state (private sector, public sector,
self employed, not employed), which is specified in the title, to be in each of the states after a
given number of years. Probabilities calculated using a continuous-time Markov chain with a
fixed transition matrix. The transition matrix is estimated using two-years changes in work status
for 25-55 year old in SHIW pooled sample, 2000-2016.
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S(1−P) =
(1− P)E[y|y > Q(P)]

P∗E[y|y ≤ y∗] + (1− P∗)E[y|y > y∗]
=

α(1− P)y∗

(α− 1)P∗E[y|y ≤ y∗] + α(1− P∗)y∗

(
1− P
1− P∗

)− 1
α

(A.1)
Equation (A.1) provides a closed form expression for the top income share for any choice of

quantiles above y∗ given an estimate of the Pareto parameter α, and the estimated probability
F(y∗) and conditional mean E[y|y ≤ y∗], which are obtained nonparametrically.

However, the validity of equation A.1 relies on the Pareto-tail property of the distribution. Is
this assumption reasonable in the Italian context? A typical approach for visually inspecting tail
distributions is a Zipf (or log-log) plot: a plot of the logarithm of the survival function (1− F(y))
against log(y). If the data generating distribution has a Pareto tail, the relationship should be
approximately linear at high incomes. Moreover, the absolute value of the slope of the linear line
is an estimate of α, the tail index of the Pareto distribution. Figure A.3 shows the distribution
of earnings for selected years (1985, 1995, 2005, and 2015) between the 90th and 99th earnings
percentiles (which are both below the top-coding threshold, and therefore do not suffer from bias).
The Zipf plots indeed appear to be close to linear, and thus support the Pareto-tail assumption.

A.2.1 Estimating the Pareto-tail Index

We adapt four methods of estimating Pareto-tail index from right-censored data:

1. Maximum Likelihood (ML)

2. Quantile Slope (QL)

3. Kernel Density Slope (KDS)

4. Probability Integral Transform Statistic (PITS)

For all methods we assume that earnings ỹ are Pareto distributed for values above a lower thresh-
old, ỹ ≥ y, and censored above an upper threshold, y, so that the observed data is

y =

ỹ if ỹ < y,

y if ỹ ≥ y.

This implies that conditional on earnings being above the lower threshold y ≥ y, the cumulative
distribution function is

F(y) =

1−
(

y
y

)−α
if y < y,

1 if y ≥ y.

We consider estimators based on N independent observations yi, i = 1, ..., N, which are greater
or equal to the lower threshold. Without loss of generality, we also assume that the earnings
observations are in increasing order, and the last N are censored.
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A.2.2 Maximum Likelihood

This is the theoretically most efficient method. The likelihood of observation yi is

l(α, yi) =


α
y

(
yi
y

)−α
if yi < y(

y
y

)−α
if yi = y

The log-likelihood function is

L(α, yi) = (N − N) log α−
N−N

∑
i=1

log yi − α
N

∑
i=1

(log yi − log y).

The ML estimator is the value of α that satisfies the first order condition,

α̂ML =
N − N

∑N
i=1(log yi − log y)

=
N − N

∑N − N
i=1 log yi + N log y− N log y

.

A.2.3 Quantile Slope

The Quantile Slope (QS) estimator uses the sample quantiles and the slope of the Zipf plots to
estimate the Pareto-tail index. The quantile function for a given probability P is defined as

Q(P) = inf {y : F(y) ≥ P} .

In the case of a censored random variable with a Pareto tail, we can express the quantile func-
tion as

Q(P) =

y(1− P)−
1
α if P < F(y),

y if P ≥ F(y).

Let P1 < P2 < ... < PJ be a set of numbers Pj ∈ (0, F(y)). The sample quantile is Qj is defined
as

Qj = ybNPjc+1,

and converges in probability to Q(Pj) as N increases.
We assume that PJ is small enough so that QJ < y. The quantile slope estimator is the absolute

value of the slope coefficient in the regression of log(1− Pj) on log Qj. A closed form expression
for the Quantile Slope estimator of α is

α̂QS = −
∑J

j=1

(
log Qj − 1

J ∑J
k=1 log Qk

) (
log(1− Pj)− 1

J ∑J
k=1 log(1− Pk)

)
∑J

j=1

(
log Qj − 1

J ∑J
k=1 log Qk

)2 .
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A.2.4 Kernel Density Slope

The Kernel Density Slope (KDS) estimator operates on a similar principle as the QS estimator,
but uses the slope of the density function instead of the quantile function. Let x = log y be the
logarithm of earnings. The CDF of x is

FX(x) =

1− yαe−αx if x < log y,

1 if x ≥ log y.

The density of x, if x < log y, is given by

f (x) = αyαe−αx.

For a given x < log y, the density function can be estimated non-paramterically using a kernel
function K and bandwidth h, according to

f̂ (x) =
1

N − N

N−N

∑
i=1

K
(

x− xi

h

)
Note that this kernel density estimator is generally inconsistent for censored data because the

density does not exist at the thresholds y and y. However, for values of x far enough from the
thresholds and a small enough bandwidth is can perform well.

Let x1 < x2 < ... < xJ be as set of points in which the density can be reliably estimated. Then
the KDS estimator of the Pareto-tail index is the slope of a regression of log f̂ (x) on x,

α̂KDS = −
∑J

j=1

(
xj − 1

J ∑J
k=1 xk

) (
log f̂ (xj)− 1

J ∑J
k=1 log f̂ (xk)

)
∑J

j=1

(
xj − 1

J ∑J
k=1 xk

)2 .

A.2.5 Probability Integral Transform Statistic

The Probability Integral Transform Statics (PITS) uses the method of moments to estimate the
Pareto index. Finkelstein, Tucker, and Alan Veeh (2006) suggest that a PITS estimator for non-
censored data and discuss its properties. They show that under a certain type of deviation this
estimator is more robust than the ML estimator and other commonly used estimators. Here, we
adapt the estimator for the use in censored data.

We define a transformation G(y, a) by

G(y, a) =
(1 + t)

1 + tya(1+t)y−a(1+t)

(
y
y

)−at

,

where t > 0 is a tuning parameter. The expected value of
(

y
y

)−αt
is
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E

(y
y

)−αt
 =

∫ y

y
αyα(1+t)y−α(1+t)−1dy + yα(1+t)y−α(1+t) =

t
1 + t

yα(1+t)y−α(1+t) +
1

1 + t
,

which means that the expected value of G(y, α) is equal to 1. The PITS estimator relies on this
property and is defined implicitly as the solution to the equation

1
N

N

∑
i=1

G(yi, α̂PITS) = 1.

A.2.6 Comparison

All four methods presented here are consistent estimators of the Pareto-tail index. Yet each one has
unique characteristics that may make it attractive for a given application. The Quantile Slope and
Kernel Density Slope rely on intuitive methods and map in a simple and transparent way to the
data. They effectively ignore all the information that is contained in the censored observations. In
addition, the sampling points (Pj’s and xj’s) are arbitrary and their choice may affect the estimates.
This becomes a bigger concern when the KDS method is applied on sparse data as the estimates
may include a considerable bias. The KDS method also require the choice of a kernel function and
a bandwidth which makes it a more complicated procedure.

The Maximum Likelihood estimator is the most efficient and is also simple to calculate. How-
ever, Finkelstein et al. (2006), and Beran and Schell (2012) that the ML estimator is not robust when
the tail is only approximately Pareto distributed. Finkelstein et al. (2006) suggest using the PITS
estimator, which is adapted here for the use with censored data. The PITS estimator delivers more
robustness than the ML estimator when the Pareto distribution is mixed with another “noise”
distribution, at a mild cost in efficiency.

To illustrate these differences, we apply each estimator to 100 bootstrapped samples of the
INPS 2015 earnings data. We set the lower threshold so that F(y) = 0.9 to focus attention on the
top 10% of income. INPS top code daily earnings and report the annual earnings. Since annual
earnings records smaller than the maximal top-coded threshold (365 times the daily threshold)
may be partially top coded, we set the upper threshold for the estimators at the F(y) = 0.99. For
the QS method we need to choose the cumulative probability points for estimation of the quantiles.
We pick 100 equally distanced points between 0 and 0.85 of the conditional distribution. For the
kernel density we use the Epanechnikov kernel with a bandwidth of 0.05 and 100 equally spaced
sample points in log earnings, between the 90th percentile and the 98.5th percentile. For the tuning
parameter of the PITS estimator we pick t = 0.5.

Figure A.4 shows bootstrap replication histograms for the four methods. All four methods
keep the dispersion of estimates low. Bootstrapped standard deviations range from 0.0089 for
the ML estimator and 0.0189 for the KDS estimator. Due to different reasons discussed in this
appendix, the point estimates are statistically different. The economic implications are not large
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Figure A.3: The tail of the income distribution by year
Notes: The graphs show the logarithm of the survival function for the years 1985, 1995, 2005, and 2015. The
graphs show the distribution from the 0.9 sample quantile to the 0.99 sample quantile. The horizontal axis
is the logarithm of earnings in 2010 euros.

though; the top 1% share is 6.63% based on the PITS estimator (lowest index) is 6.43% based on
the QS estimator (highest index).

Our estimate of the Pareto-tail index for all years in the sample is reported in Figure A.5.32 The
shaded area is the 95% confidence interval based on 100 bootstrap replications.

A.2.7 Top Income Shares

We use the estimated Pareto-tail indexes and equation A.1 to estimate the top-income share. We
pick y∗ for each year so that P∗ = 0.99. Figure shows the top income shares for the top 10%, 5%,
1%, and 0.1% of earnings.

32These estimates are higher than in other countries. One explanation is that rules in collective bargaining agreements
compress pay at the top relative to lower-ranked employees; alternatively, in small firms (which are the majority in Italy)
fairness concerns may be more “visible” and lead to less concentration.
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Figure A.4: Bootstrap replication histograms for Pareto-tail index estimates – earnings in 2016
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Figure A.5: Pareto tail index estimates
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Figure A.6: Top income shares based on adjusted and unadjusted earnings

A.3 Additional Figures
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Figure A.7: Closing the gap in the evolution of earnings from 2000 to 2016 (index, 2015=100)
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Figure A.8: Inequality, pooled sample
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Figure A.9: Initial inequality, pooled sample
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Figure A.10: Inequality by cohort, pooled sample

.4
.5

.6
.7

.8
D

is
pe

rs
io

n 
of

 g
it

1980 1990 2000 2010 2020
year

P90-P10

.2
.3

.4
.5

D
is

pe
rs

io
n 

of
 g

it

1980 1990 2000 2010 2020
year

P90-P50 P50-P10

Figure A.11: Volatility and its upside/downside decomposition, pooled sample
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Figure A.12: Skewness and kurtosis of earnings growth, pooled sample
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Figure A.13: Volatility, skewness and kurtosis of earnings growth by permanent income, pooled
sample
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Figure A.14: Inequality for public employees, SHIW
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Figure A.15: Volatility by permanent income for selected years
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Figure A.16: Hours per week by employment status

Notes: The lines show average hours of work per week by full- and part-time status based on
SHIW. The sample is restricted to 25-55 year old workers, and it excludes the self-employed.
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Figure A.17: Cause of separations
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