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Supplementary Information

This supplement provides further details about the derivation of the models and analysis methods used for our
experiment. In Sec. I, we derive the effective Hamiltonian in both position and momentum space representations. In
Sec. II, we elaborate on the geometry reconstruction. In Sec. III, we describe our simulations based on the truncated
Wigner approximations and provide additional comparisons between experimental data and simulation results.

I. HAMILTONIAN ENGINEERING

In this work, we implement a family of translationally invariant XY spin models with effective interaction Hamil-
tonians of the form

HI = −
∑
µν

J(rµν)f+
µ f
−
ν , (S1)

where the coupling J(rµν) depends on the distance rµν between spins fµ and fµ. For our system, f = 1, and we work
in units where ~ = 1. The implementation of these models builds on our demonstration of long-range photon-mediated
spin-exchange interactions in Ref. [1]. Our approach, following the proposal of Ref. [2], is to apply a magnetic field
gradient 2ωB/µB per ensemble spacing, introducing an energy cost ωBrµν for a flip-flop of spins fµ and fν , where
µB is the Bohr magneton. To turn on interactions at a distance r, we then require a pair of control fields differing
in frequency by ωBr. More generally, the frequency spectrum of the drive laser intensity dictates the structure of the
couplings J(r).

A. Derivation of the Effective Hamiltonian

In the absence of a magnetic field gradient, the optical cavity in our system mediates interactions between all pairs
of atoms, irrespective of the distance between them [1, 3]. For a magnetic field oriented perpendicular to the cavity
axis, interactions are well described by an all-to-all spin-exchange Hamiltonian. We approximate all spins as uniformly
coupled to the cavity and parameterize the atom-light interaction by the vector light shift Ω produced by a circularly
polarized intracavity photon. In this limit, the interaction Hamiltonian and spin exchange couplings are

HI(t) = J̃+(t)F+F− + J̃−(t)F−F+, (S2)

J̃±(t) =
nph(t)Ω2

4

δ±
δ2
± + (κ/2)2

, (S3)

where F =
∑
µ fµ is the collective spin for all atoms, κ is the cavity linewidth, and nph(t) is the instantaneous

intracavity photon number. The time dependence of the intracavity photon number is controlled by the intensity
of a drive laser nph(t) ∝ |E(t)|2. The strength and sign of interaction depend on the detunings δ± = δc ∓ ωz from
two-photon resonances that flip a single spin, given in terms of the detuning δc of the drive field from the cavity
resonance in the presence of atoms and the Zeeman splitting ωz [1, 3]. The cavity resonance in the presence of atoms
differs from the resonance in the absence of atoms by a scalar shift of 4NMΩ.

The interaction Hamiltonian can be rewritten in terms of a single interaction strength J̃(t) = −(J̃+ + J̃−) as

HI = −J̃(t)F+F− − 2J̃−(t)F z, (S4)

where we have defined J̃ to be positive for ferromagnetic interactions. The final term in Eq. (S4) acts as a uniform field
along ẑ and is suppressed by a factor of N as compared to the collectively enhanced interactions between ensembles of
N atoms. This term commutes with the overall spin-exchange Hamiltonian and can always be ignored by operating
in a suitable rotating frame. In our case its value of 2J̃− = 2π×0.2 Hz is negligibly small because it is not collectively
enhanced.

To obtain a localized effective Hamiltonian that supports pair creation dynamics, we include the terms for a magnetic
field gradient proportional to ωB and quadratic Zeeman shift q. The full time-dependent Hamiltonian for our array
of atomic ensembles is then

H(t) = −
∑
l,m

J̃(t)F+
l F
−
m +

∑
l

lωBF
z
l + q

∑
µ

(fzµ)2, (S5)
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where Fl =
∑
rµ=l fµ represents the collective spin on each site l. Viewing each site in a frame rotating at the local

Larmor frequency lωB , we can recast the Hamiltonian as

H(t) = −
∑
l,m

J̃(t)eiωB(l−m)tF+
l F
−
m + q

∑
µ

(
fzµ
)2
. (S6)

For sufficiently weak couplings that are modulated periodically at harmonics of the Bloch frequency ωB , with
NJ̃(t), q < ωB , the Floquet Hamiltonian for the system is well approximated by the time-averaged Hamiltonian,
which is the lowest order term of the Floquet-Magnus expansion [4],

Heff =
1

τB

∫ τB

0

dtH(t) = −
∑
l,m

J(l −m)F+
l F
−
m + q

∑
l

(fzl )2 = HI +Hq. (S7)

Here we have defined J(r) = J(l −m) using the Fourier transform of J̃(t) evaluated at frequency rωB ,

J(r) =
1

τB

∫ τB

0

dt eirωBtJ̃(t). (S8)

We can realize arbitrary couplings J(r), subject to the hermiticity condition J(r) = J∗(−r), by using the drive
waveform

J̃(t) =
∑
r

e−irωBtJ(r). (S9)

B. Momentum-Space Representation

Since our scheme generates translationally invariant interactions, it is natural to write the Hamiltonian in momentum
space, in terms of spin-wave operators

F̃k =
1√
M

M∑
j=1

e−ikjFj . (S10)

The translation invariance is exact in the limit of a large system (M → ∞) or for a drive chosen to induce periodic
boundary conditions, J(r) = J(M − r). For these cases, we can rewrite Eq. (S7) in terms of spin-wave operators to
obtain the momentum-space representation of the Hamiltonian

H = −
∑
k

J̃kF̃
+
−kF̃

−
k + q

∑
µ

f2
µ, (S11)

with momentum-space couplings given by

J̃k =

M−1∑
r=0

e−ikrJ(r) =
1

τB

∫ τB

0

dt δM (ωBt− k)J(t)→ J̃(t = k/ωB), (S12)

where δM (x) ≡ (1− eiMx)/(1− eix) tends to a Dirac delta function in the limit of an infinite system.
We initialize the system with all atoms in m = 0, and for early times we can approximate the atoms in this state

as a constant classical pump field that drives the formation of correlated atom pairs in states m = ±1 [1]. In this

regime, the Hamiltonian can be expressed in terms of bosonic operators a†i (b†i ) representing the creation of an atom

in state m = 1 (m = −1) on site i (see Eq. S17 below) or, alternatively, the momentum-space counterparts a†k, b
†
k. In

terms of these bosonic operators, the spin-wave operators can be written as

F̃+
−k =

√
2N
(
a†k + b−k

)
,

F̃−k =
√

2N
(
ak + b†−k

)
,

(S13)

and the interaction Hamiltonian is

HI = χk
∑
k

[a†kak + a†kb
†
−k + b−kak + b−kb

†
−k]. (S14)

This shows that χk = −2NJ̃k is the dispersion relation for spin excitations. This is identical to the dispersion relation
obtained from a Holstein-Primakoff transformation in the vicinity of a spin-polarized state.
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C. Early-Time Dynamics

In this section we present an analytical derivation of the dynamics of our system at early times, when we can neglect
depletion of atoms in m = 0. In contrast to the previous sections, the derivations here do not require the limit of
weak interactions and capture the discretized nature of the dynamics over each Bloch period. Our approach will be
to express the full time-dependent Hamiltonian in terms of spin-wave operators. Solving for the dynamics of the spin
waves facilitates the computation of the structure factor and spatial correlations. We start with the Hamiltonian in
the rotating frame as written in Eq. (S6). We recognize that the interaction term can be written succinctly in terms

of spin-wave operators F̃k. The full expression for this Hamiltonian is

H(t) = −MJ̃(t)F̃+
k=−ωBtF̃

−
k=ωBt

+Hq, (S15)

where Hq = q
∑
µ(fzµ)2 is the quadratic Zeeman shift. Since the system is finite, there are only M orthogonal

momentum modes, whereas the cavity couples to a continuous range of momenta k = ωBt during a single Bloch
period. Generically this couples adjacent momentum modes. In the limit of an infinite system, the modes become
fully independent.

The modes are also fully independent in the case where we generate periodic boundary conditions using a pulsed
drive field. In this case, the instantaneous spin-exchange coupling J̃(t) =

∑
k

2π
M J̃kδ(ωBt− k) only takes on non-zero

values M times per Bloch period, and we observe that the momentum modes decouple in the Hamiltonian

H(t) = −2π
∑
k

J̃kδ(ωBt− k)F̃+
k
F̃−k +Hq. (S16)

For any given momentum mode, the evolution is discrete, with a short period of coupling to the optical cavity followed
by a longer period of time when the state is acted upon by the quadratic Zeeman shift. In the limit of weak interactions
and many Bloch periods, this trotterized Hamiltonian becomes identical to M independent continuous pair-creation
processes in different momentum modes.

In order to analytically solve for the dynamics of pair creation, we define three bosonic modes on each site ai, bi, ci
corresponding to atoms on site i in the states m = ±1, 0 respectively. For early times we can treat the atom initialized
in m = 0 as a classical pump field with ci =

√
N . In this limit we can express the local spin operators as a function

of operators for the bosonic modes,

F+
i = (F−i )† =

√
2
(
a†i ci + c†i bi

)
=
√

2N
(
a†i + bi

)
, (S17)

and similarly express the quadratic Zeeman shift as

Hq = q
∑
i

(
a†iai + b†i bi

)
. (S18)

Following the same convention as for the spin-wave operator F̃k, we define operators for the momentum modes
ak ≡ 1√

M

∑
l e
−iklal and bk ≡ 1√

M

∑
l e
−iklbl. We can rewrite the key operators in the rotating-frame Hamiltonian

(Eq. (S16)) in terms of these bosonic modes,

F̃+
−k =

√
2N
(
a†k + b−k

)
F̃−k =

√
2N
(
ak + b†−k

)
Hq = q

∑
k

(
a†kak + b†kbk

)
.

(S19)

With the Hamiltonian expressed in terms of the bosonic operators, we can proceed to solve for the dynamics of
the system. In particular, we realize that there are independent equations of motion for every discrete value of

k = 2πm/M where m is an integer. In particular, the Heisenberg equations of motion for ak and b†−k depend only on
each other,

ȧk = i[H, ak] = −2πiχkδ(ωBt− k)
(
ak + b†−k

)
− iqak (S20a)

ḃ†−k = i[H, b†−k] = 2πiχkδ(ωBt− k)
(
ak + b†−k

)
+ iqb†−k, (S20b)
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where χk = −2NJ̃k is the dispersion relation. To solve these equations, we write the two operators as a vector

O = (ak, b
†
−k). This leads to a matrix equation Ȯ = D(t)O where,

D(t) = 2πiχkδ(ωBt− k)

[
−1 −1
1 1

]
+ iq

[
−1 0
0 1

]
. (S21)

Integrating the equations of motion over a single Bloch period starting from the first interaction pulse at t = k/ωB
yields a propagation matrix Πk = QXk where the propagation due the quadratic Zeeman shift is

Q =

[
e−iqτB 0

0 eiqτB

]
(S22)

and the propagation for the short interaction pulse is

Xk =

[
1 0
0 1

]
+ iχkτB

[
−1 −1
1 1

]
, (S23)

where τB = 2π/ωB is the Bloch period for spin waves. The propagator Πk can be diagonalized using Bogoliubov
modes,

u± =
−e−iqτB
χkτB

[
sin(qτB) + cos(qτB)χkτB ± i

√
−1 + (cos(qτB)− χkτB sin(qτB))

2

]
ak + b†−k, (S24)

and the corresponding eigenvalues are

λ± = cos(qτB)− χkτB sin(qτB)±
√
−1 + (cos(qτB)− χkτB sin(qτB))

2
. (S25)

For our system it is useful to take the limit of large interaction strength to simplify the above expressions. In the
limit of strong instability where χk < 0 and q > 0 have opposite signs and |χk|τB sin(qτB) > 1, the eigenvalues of
the propagator tend to λ− = 0 and λ+ = 2 cos(qτB) + 2|χk|τB sin(qτB). From this we determine that amplitude of
momentum mode k grows at a rate set by the dispersion relation χk, with the minimum of the dispersion χk < 0
corresponding to the maximum growth rate.

D. Structure Factor

We directly observe the growth of momentum modes through measurements of the structure factor. The squared
magnitude of the structure factor |F̃ xk |2 can be directly expressed in terms the bosonic operators a±k, b±k that we
computed in section I C. When the m = 0 pump mode can still be treated classically, the magnitude of the structure
factor is

|F̃ xk |2 =
〈
F̃ xk F̃

x
−k

〉
=

1

4

〈(
F̃+
k + F̃−k

)(
F̃+
−k + F̃−−k

)〉
=

1

4

〈
F̃+
k F̃
−
−k

〉
+

1

4

〈
F̃−k F̃

+
−k

〉
=
N

2

〈(
a†−k + bk

)(
a−k + b†k

)〉
+
N

2

〈(
ak + b†−k

)(
a†k + b−k

)〉
.

(S26)

We determine the final values of the operators ak, b
†
−k in terms of their initial values by using the relation O(TτB) =

ΠTO(0). Evaluating the norm using the vacuum state after a single Bloch period, each of the two terms for the squared
magnitude of the structure factor may be computed exactly as

1

4

〈
F̃∓k F̃

±
−k

〉
=
N

2

[
1− 4χ±kτB cos(qτB) sin(qτB) + (2χ±kτB)

2
sin(qτB)2

]
. (S27)

For sufficiently large interaction strength, we can obtain a simple expression for
〈
F̃∓k F̃

±
−k

〉
after multiple Bloch periods.

To leading order in |χk|, growth over a single Bloch period is given by |λ+(±k)|2 where λ+(±k) ≈ 2|χ±k|τB sin(qτB).
The structure factor is thus given approximately by

|F̃ xk |2 =
N(2τB)2T

2

(
χ2T
k + χ2T

−k
)

sin(qτB)2T . (S28)

If we consider only drive waveforms J̃(t) with phases of 0 or π – as is true for all waveforms used in this paper – we

have J̃(t) = J̃(−t). This simplifies the expression for the magnitude of the structure factor to

|F̃ xk | =
√
N |χk|T sin(qτB)T ∝ J̃(k/ωB)T . (S29)
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E. Effects of Dissipation

The coherent dynamics presented above are modified by the presence of dissipation. The two primary sources
of dissipation are spontaneous emission into free space and collective emission into the cavity [1, 5, 6]. At finite
cooperativity, these dissipation mechanisms reduce atomic coherence and add noise by changing the atomic spin
states. The relative strength of the two dissipation processes can be tuned in order to optimize the overall interaction-
to-decay ratio.

For comparison to the decay channels, we first recall the functional form for the collective interaction strength. In
the limit δc � ωz, the collective interaction strength for momentum mode k is given in terms of cavity parameters by

χk = 2N [J̃+(t = k/ωB) + J̃−(t = k/ωB)] = Nnph(t)Ω2 δc
δ2
c + (κ/2)2

. (S30)

Here δc is the detuning from cavity resonance, κ is the cavity linewidth, and Ω = −g2
6∆ is the vector ac Stark shift.

The vector light shift depends on the detuning ∆ from atomic resonance and the vacuum Rabi frequency 2g, defined
based on the |F = 2,m = 2〉 → |F ′ = 3,m = 3〉 cycling transition. The strength of the drive field is parameterized
by the number of photons that enter the cavity nph(t). We note that for δc � κ, the interaction strength scales as
χk ∝ δ−1

c . This scaling arises because δc represents the detuning of a virtual process in which one atom scatters a
photon into the cavity, which is rescattered by another atom to induce coherent interactions.

Collective decay occurs when the scattered photon exits the cavity before being re-scattered by another atom. This
dissipation process is described by the Lindblad operators

L±(t) =
√
γ±(t)F±(t), (S31)

with F±(t) =
∑
l F
±
l e
∓ilωBt =

√
MF̃±k=±ωBt. The magnetic field gradient and rotating frame determine the momen-

tum mode k = ωBt that interacts with the cavity at each time t, and correspondingly determine which spin-wave
mode is subject to collective decay at any given time. The rate of decay is parameterized by

γ±(t) =
nph(t)Ω2

4

κ

δ2
± + (κ/2)2

= J̃±(t)
κ

δ±
. (S32)

We note that this dissipation process scales similarly to the interactions, differing only in the dependence on detuning
from two photon resonance δ±/κ.

The total rate of decay is maximal when the momentum modes are evenly populated with |F̃±k | = N . This leads
to a characteristic collective decay rate per atom of

Γ+ + Γ− = N(γ+ + γ−) ≈ χk
2

κ

δc
, (S33)

where in the last step we have additionally assumed δc � ωz. Thus, at fixed intracavity photon number and large
drive-cavity detuning δc � ωz, κ, interactions scale as χk ∝ δ−1

c while the collective decay scales as Γ± ∝ δ−2
c .

The total rate of dissipation also includes free space scattering. In the limit of large detuning ∆ from atomic
resonance, the rate of free-space scattering events per atom is

Γsc =
2

3
nph

( g
∆

)2

Γ = 96nph
Ω2

ηκ
, (S34)

where η is the single atom cooperativity. This rate is directly proportional to the number of photons in the cavity
nph, with no collective enhancement from atom number and no dependence on the detuning δc from cavity resonance.
The factor of 2/3 is present because g is defined based on the |F = 2,m = 2〉 → |F ′ = 3,m = 3〉 cycling transition,
while for our system we work within F = 1.

We can summarize the expressions for the dissipation rates with two decay-to-interaction ratios,

Γ+ + Γ−
χk

=
1

2

κ

δc
, (S35a)

Γsc

χk
=

96

Nη

δc
κ
. (S35b)
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We note that the two ratios have different scaling with collective cooperativity Nη and detuning δc, and that the

total decay rate is minimized at a detuning |δopt/κ| =
√

Nη
192 . The optimal detuning |δopt| leads to an optimal overall

interaction-to-decay ratio

|χk|
Γsc + Γ+ + Γ−

=

√
Nη

192
. (S36)

In our experiment, we directly measure the collective cooperativity from the scalar shift of the cavity resonance,
which is given by 4NMΩ = − 1

6
Γκ
∆ NMη. A typical resonance shift of 2π× 12 MHz for M = 18 ensembles corresponds

to a collective cooperativity Nη = 3×104 per ensemble. Our choice of detuning δc ≈ 25κ ≈ 2δopt (see Methods) means
that the dominant dissipation process is free-space scattering, at a rate Γsc = 0.08|χk|. For our typical interaction
strength |χk| = 2π × 0.6 kHz, this leads to 20% of the atoms scattering a photon per Bloch period of evolution
time. This dissipation contributes to the reduced magnitude of the structure factor in the experiment as compared
to simulations, as observed in Ext. Data Fig. 4. The spatial structure of correlations is relatively insensitive to
dissipation, as we typically plot correlations that are normalized to the variance.

While dissipation has no significant effect in characterizing the graph of interactions in the present work, it imposes
fundamental limits on the generation of entanglement that may be observed in future experiments. An illustrative
goal is to produce metrologically useful entanglement by spin-nematic squeezing [7]. Here, the squeezed quadrature
can be detected by imprinting a phase onto the m = 0 state via the quadratic Zeeman shift and then measuring in
the x basis [8]. We let Smin denote the operator measured by this procedure, which has zero mean. For a single mode,
in the absence of dissipation, the variance of Smin evolves as

〈
S2

min

〉
∝ e−2|χ|t [8].

The evolution of the squeezing in the presence of dissipation is given by the Heisenberg–Langevin equation,

d
〈
S2

min

〉
dt

≈ −2|χ|
〈
S2

min

〉
+ r1NΓsc + r2N(Γ+ + Γ−), (S37)

where r1 and r2 are order-unity constants that parameterize the amount of noise added to the squeezed quadrature
per scattering event. For r1 ≈ r2 ≡ r, the added noise depends on the total scattering rate Γtot = Γsc + Γ+ + Γ−,
which is related to the interaction strength by Eq. S36. The minimum spin variance then asymptotically approaches

〈
S2

min

〉
≈ NΓtot

2|χ|
= 4rN

√
3

Nη
. (S38)

At the same time, the atomic coherence is reduced by a factor C = e−Γsct. However, at large collective cooperativity
Nη � 1, this reduction in coherence remains small for the characteristic squeezing time 1/2|χ|. Thus, the achievable
squeezing depends on the collective cooperativity as

ξ2 ≡
〈
S2

min

〉
NC2

≈ 4
√

3r√
Nη

. (S39)

Here, a squeezing parameter ξ2 < 1 signifies a factor of ξ−2 > 1 in metrological gain due to entanglement, and
achieving a metrological gain ξ−2 > k − 1 implies at least k-particle entanglement [9]. For our multimode system,
Eq. S39 quantifies the squeezing that is attainable simultaneously for all M momentum modes.

II. GEOMETRY RECONSTRUCTION

A. Euclidean Reconstruction

In this section we give an overview of classical metric multidimensional scaling [10], the method used for extracting
coordinates in the effective geometries presented in Figs. 3-4 of the main text. To calculate distances between sites,
we begin with the Gaussian ansatz Cxxij = exp(−ad2

ij), where dij is the inferred distance between sites i and j. The
free parameter a is chosen so that the strongest correlations correspond to a distance dij = 1. The normalization of
Cxx enforces a distance of 0 from a site to itself.

We assume a linear translational invariance of the system, not including periodic boundary conditions, so that the
M(M − 1)/2 correlation measurements are used to numerically fit M − 1 possible distances and one free parameter
a. From the M − 1 distances we construct an effective distance matrix, where the distance is constant along each
diagonal. We let D be the M ×M matrix of pairwise squared distances. From D, we wish to calculate an M × k
matrix ρ, corresponding to k-dimensional coordinates for each of the M sites.
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It is instructive to work backwards from a set of coordinates to calculate the expected squared distance, denoted
by D. To that end, we have

Dij =
∑
k

(ρik − ρjk)2

=
∑
k

(
ρikρ

ᵀ
ki + ρᵀkjρjk − 2ρikρ

ᵀ
kj

)
.

(S40)

We recognize the last term as the matrix product ρρᵀ, and the first two terms as constants added to each row and
column of D. In order to isolate the ρρᵀ term we define the centering matrix C = I − 1/M . C acts on an M -
dimensional vector by subtracting out its mean. We choose the coordinates to be centered around the origin, so that
when we left- and right-multiply Eq. (S40) by C, the first two terms vanish. The last term remains unchanged, and
we are left with

− 1

2
CDC = ρρᵀ. (S41)

If ρ is a set of coordinates in k dimensions, then CDC must have rank k. To enforce this, we take the truncated
singular value decomposition, writing −CDC/2 = UΣV, with U,V unitary and Σ diagonal with k elements. As a
distance matrix must be square, U = V, and we have ρ = UΣ1/2. This metric approach is equivalent to a principal
component analysis of the centered distance matrix, and metric multidimensional scaling is also referred to as principal
coordinates analysis [11].

Note that the procedure for reconstructing the geometry from the distance matrix is independent of the specific
ansatz for the decay of correlations. For any functional form of decay, one can infer distances dij and apply the
same reconstruction procedure. For a given set of measured correlations, adopting a different ansatz for the decay of
correlations in the effective geometry would produce the same coordinate topology, but with some additional curvature
and distortion.

B. Bulk Reconstruction Motivation

In the Euclidean geometry reconstruction, we inferred a metric of the system by calculating the effective distances
between sites and the paths connecting them. In reconstructing the bulk we take a different approach, and aim to
find a symmetry group corresponding to the bulk via measurements on sites that we assume are on the boundary
of the system. We determine the locations of the sites on the boundary theory via the multidimenensional scaling
algorithm described in the prior section, based on correlations Cxx. Since the coordinates ρ must be centered, and
the Hamiltonians we work with have complete translational invariance, the calculated coordinates inevitably lie on a
natural boundary. Within this reconstruction, strongly correlated sites will be close together on the boundary.

Mathematically, any geometry has an associated symmetry group. For example, in a square the associated group
is S4, whose elements are all the permutations of the 4 vertices. In Minkowski space, the associated symmetry group
is the Lorentz group, which is generated by the boosts and rotations of special relativity. For the p-adic AdS/CFT
correspondence, the treelike gravitational bulk is specified by the Bruhat-Tits tree [12, 13].

Cayley’s theorem states that any group can be written in terms of permutations between sites, and in our discrete
system these are natural operations. The choice of permutations is motivated by the Ryu-Takayanagi formula. This
conjecture states that for any region A on the boundary CFT, the entanglement entropy is proportional to the minimal
area surface with boundary A in the AdS bulk [14]. Sites that are highly correlated with each other, and not strongly
correlated with the rest of the system, must correspond to a small bulk area.

We begin the bulk reconstruction by finding the physical distance r = |i− j| such that Cxx(r) is maximized,
drawing a bond between each pair of sites (i, i± r mod M) separated by this distance. The path between these two
sites should correspond to a minimal area within the bulk. We draw connections in two directions, because we assume
that the sites live on a closed boundary, and interactions between the sites must obey periodic boundary conditions.
Each bond (i, j) corresponds to the permutation of sites i and j, and the set of bonds generates a subgroup of the
geometry’s overall symmetry group.

The crux of the bulk reconstruction is the iterative step, where we treat each bond as a new site, and repeat the
process with a coarse-grained version of the initial correlation matrix. This can be thought of as taking the quotient
of the unknown symmetry group with the subgroup generated by the previously drawn bonds, so that we can uncover
another subgroup. In addition to the group theoretic motivation, the coarse-graining is physically motivated. In
the AdS/CFT correspondence, the emergent dimension of the gravitational bulk captures the renormalization group
of the boundary field theory, with high energy on the boundary and low energy on the bulk interior [15, 16]. The
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coarse-graining step acts as a renormalization step, moving from high energy (corresponding to short length scales
in the reconstructed geometry) to low energy (corresponding to longer length scales). This process must be repeated
until the full symmetry group is recovered and each point on the boundary is connected.

III. TRUNCATED WIGNER APPROXIMATION

While the analytical model already provides a good intuition for the expected dynamics in the experiments, we
gain further insight by additionally comparing our results to a numerical simulation based on the truncated Wigner
approximation (TWA). This numerical simulation includes depletion effects of the state m = 0 and additional experi-
mental imperfections. Instead of solving the full quantum evolution, the TWA relies on solving the classical mean-field
equations of motion, which makes the simulation computationally tractable. Additionally, the statistical sampling of
the TWA incorporates effects of finite statistics for a better comparison with the experimental results.

A. General concept

The truncated Wigner approximation is a semiclassical method designed to numerically solve the dynamics of a
quantum system in a way that is computationally feasible. To this end, one simulates the mean-field equations of mo-
tion for different initial states in a classical phase space. These initial states are sampled from the Wigner distribution
of the initial quantum state. Intuitively, the truncated Wigner approximation assumes that the quantum dynamics
can be simulated by taking the quantum fluctuations of a given state as a statistical ensemble and propagating this
ensemble according to the classical mean-field equations of motion. The statistical ensemble after propagation is then
interpreted as the Wigner distribution of the time-evolved quantum state, from which one can extract the observables
of interest.

This semiclassical approach, by construction, has some limitations, which are discussed in detail in Refs. [17–19].
Since it is difficult to derive a general limit for the validity of the truncated Wigner approach, we provide in the
following some intuitive arguments for the validity regions:

First, since the Wigner function of the initial quantum state is treated as a statistical ensemble, the truncated
Wigner approximation works best in situations where the Wigner distribution is positive. This excludes highly
entangled quantum states as initial states. However, one is often interested in the time evolution of initial coherent
states, which have a positive Wigner distribution and are, therefore, well suited for this approach.

Second, the pair-creation dynamics that we simulate generate a highly entangled two-mode squeezed state. For
short evolution times, this leads to squeezing of the Wigner distribution, which is well captured by the truncated
Wigner approximation. For longer evolution times, however, this approach fails to correctly represents the non-
Gaussian entangled states that evolve. Yet, if one is mainly interested in the first and second moments of the Wigner
distribution instead of the exact quantum state, the truncated Wigner approach still provides some insight into the
evolution at these late times. Experimentally, we expect the late-time dynamics to be modified by dissipation due
to photon loss and spontaneous emission, which can anyway remove the negativities of the Wigner function that the
TWA fails to capture. Thus, the truncated Wigner approximation provides a useful tool for simulating the most
relevant quantum dynamics, including saturation effects and technical imperfections.

B. Mean-field Equations of Motion

To derive the mean-field equations of motion, we start with the Hamiltonian

H =

M∑
i=1

[−q N0,i + iωB Fz,i] + J̃(t)

M∑
i,j=1

F+
i F
−
j . (S42)

Here, M corresponds to the number of traps, N0,i is the atom number operator for atoms in the magnetic substate

m = 0, ωB is the magnetic field gradient, and J̃(t) is the time-dependent coupling strength due to the modulated
drive field. To obtain the equation of motion for the annihilation (creation) operator of each magnetic substate at
site i, we compute the commutator

da
(†)
i

dt
= i[H, a(†)

i ], (S43)
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with analogous computations for (b(†), c(†)). To arrive at the the mean field equations, we make the substitution

â
(†)
i →

√
Ni ζ

(∗)
1,i , b̂

(†)
i →

√
Ni ζ

(∗)
−1,i, ĉ

(†)
i →

√
Ni ζ

(∗)
0,i , (S44)

where ζ
(∗)
m,i is a complex number whose absolute value squared |ζ(∗)

m,i|2 = Nm,i/Ni corresponds to the fraction of atoms
in the magnetic substate m at site i. Using matrix notation with

ζ =


ζ1,1
ζ0,1
ζ−1,1

ζ1,2
...

 (S45)

we can write the equations of motion for a linear gradient across the cloud as

dζ

dt
= −i

[
ωBZ − qQ+ 2J̃(t)F

]
· ζ, (S46)

where the first two matrices are given by

Z =


0 · Sz

1 · Sz
. . .

n · Sz

 , Q =

(I3 − S2
z )

. . .

(I3 − S2
z )

 , (S47)

with

Sz =

1 0 0
0 0 0
0 0 −1

 . (S48)

The coupling matrix F is calculated via

F = ζ+ · (ζ+)∗ + ζ− · (ζ−)∗ (S49)

where ζ+ and ζ− are given by

ζ+ =



0 1
0 1

0 0
·
·
·

0 1
0 1

0


· ζ, ζ− =



0
1 0

1 0
·
·
·
0 0

1 0
1 0


· ζ. (S50)

The last step for implementing the truncated Wigner approximation is to sample the initial Wigner distribution. To
simulate our experiments, we take as the initial state the one where all atoms are initialized in the magnetic substate
m = 0, while the other two substates are empty. The quantum fluctuations of this state can then be modeled by
adding a complex random number Xm,i with variance Var(Xm,i) = 1/2, i.e.

ζ0 =



0√
N1

0

0√
N2

...


+



X1,1

X0,1

X−1,1

X1,2

X0,2

...


. (S51)
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Fig. S1. Distance dependent interactions: TWA simulations for the distance-dependence of correlations Cpm as a function
of modulation frequency, for comparison with the experimental data in Fig. 2. Left plot shows simulation of the ideal case
where the modulation frequency is given by multiples of the magnetic field gradient. Right plot assumes a 1.5% error in the
magnetic field gradient, which leads to a reduction of correlations at longer distances.

In our case, we choose the atom number on each site to be the same on average. By including the random numbers
X0,i on the occupied modes, we are allowing for Gaussian fluctuations of the atom number on each site, resembling
the experimental situation. One can verify that this sampling indeed reproduces the desired quantum fluctuations of
the initial coherent state. For example, evaluating F̂ xi on each site, we find the variance over multiple samples to be

Var(F xi ) = 〈Ni〉, (S52)

as expected for the initially prepared coherent state.

C. Comparison with Experiment

One of the main advantages of the truncated Wigner approach is that it can include aspects of the experiment not
captured by our analytic models, such as depletion of the m = 0 pump mode and shot-to-shot fluctuations of the
magnetic field and drive field intensity. Additionally, the simulations provide insight into the effects of finite statistics.
By adjusting the parameters of the simulations, we test possible explanations for features of the experimental data.

1. Magnetic Field Gradient

We first use the TWA simulation to study the effect of uncertainties in the magnetic field gradient. In Fig. 2a,
we observed that the correlations at larger distances are reduced. Such a reduction can be caused by an imperfect
calibration of the magnetic field gradient or a slight drift of the gradient over the course of the measurement, which
would mainly affect correlations at larger distances. This effect is shown in Fig. S1, where we compare the correlations
found in an ideal setting and one where the calibration of the magnetic field gradient has an error of 1.5%. In the
latter case the correlations at larger distances are reduced, which we expect to be the main cause of the reduced
fluctuations found in Fig. 2a.

2. Geometry Reconstruction

In the following, we use the TWA simulation to investigate the effects of finite statistics on the reconstruction of
the geometry. As an example we choose the antiferromagnetic ladder, which is shown in Fig. 3c. In the experiment,
we found that the reconstructed geometry was not simply a flat triangular lattice as one would naively expect but
also exhibited some twisting in 3D.

For comparison, Fig. S2a shows two examples of reconstructed geometries based on samples of 100 simulated
realizations, a typical sample size for the reconstruction with the experimental data. Here, the finite statistics lead
to a deformation of the structure due to the inherent fluctuations of the pair-creation process. Compared with
other graphs realized in our experiments, such as the cylinder and Möbius strip, the ladder is especially sensitive
to these fluctuations because it is not constrained in 3D by the interactions. Figure S2b shows two examples for
the corresponding TWA simulation with 4,000 realizations. In this case, the large fluctuations are reduced, but we
still find a curved geometry instead of a planar lattice structure. We attribute this bending to the finite statistics
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Fig. S2. Reconstructed geometry for the antiferromagnetic ladder: a shows two examples of the simulation results
with 100 realizations. b shows two examples with 4,000 realizations each.

of the simulation, where the statistical fluctuations produce a small offset in the absolute value of the correlations
even at a large distance. This small deviation from the Gaussian decay leads to a curved structure, since the effective
distance between very weakly coupled sites is underestimated. We expect that the curvature decreases slower than
logarithmically as a function of the number of realizations.

3. Treelike Correlations

Using the TWA simulation, we also study the time evolution of the system with non-Archimedean geometry, i.e. the
model of Eq. (4) with s = 1. We compare the simulation to the experimental data shown in Fig. 4b for a fixed evolution
time of two Bloch periods. The time evolution of the simulated data is depicted in Fig. S3. After rearranging the sites
according to the Monna map, we find that the simulated spin-spin correlations begin to exhibit a block structure after
2 Bloch periods of evolution time, much as in the experiment. The simulation additionally shows that the complete
block structure expected for a treelike geometry only becomes fully visible for longer evolution times. In particular,
after two Bloch periods the 8×8 block corresponding to correlations between sites with a physical distance |i− j| = 1
is not yet clearly visible, which is consistent with our experimental findings.

4. Bipartite Correlations

Finally, we use the TWA simulation as a theoretical model to compare with the measurement of bipartite correlations
shown in Fig 4c. The results are summarized in Fig. S4. We compare the experimental and simulation results at T = 2
and T = 3 Bloch periods of evolution time. The extracted bipartite correlations in the simulation show qualitative
agreement with the experiment as a function of the parameter s.

Quantitatively, we observe deviations between the simulation and the experiment that may include several technical
effects, including systematic errors in calibrating interaction strength, fluctuations in the magnetic field, and effects
of dissipation. In the simulation, we treat the interaction strength as a free parameter, obtaining a fit value 2NJ̃ =
2π × 1.4 kHz that is approximately a factor of two higher than the experimental value 2NJ̃ = 2π × 0.7(2) kHz
based on the transmitted photon number. A factor contributing to this discrepancy may be scattering of atoms into
F = 2, which can increase the interaction strength by shifting the cavity resonance. We also observe deviations in
the functional form of correlations vs exponent s between the experiment and simulation. After three Bloch periods
of evolution, for s > 0, the simulated bipartite correlations are higher than the experimental correlations in the case
where the system is partitioned according to the physical ordering of sites (dark blue curve and blue circles in Fig. S4).
This discrepancy can be explained by shot-to-shot magnetic field fluctuations (see light blue curve in Fig. S4), which
we measured to be between 3 and 4 mG. However, for most values of s we find that the correlations extracted from
the simulations are weaker than the measured correlations. This may be due to effects of dissipation together with
fluctuations of the interaction strength, which could lead to an overall increase in measured correlations.
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correlations as functions of the parameter s. The plot markers show experimental data, while the solid lines are the corresponding
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