Information-guided persistent monitoring under temporal logic constraints

Austin Jones, Mac Schwager, and Calin Belta

Abstract—We study the problem of planning the motion of an agent such that it maintains indefinitely a high-quality estimate of some a priori unknown feature, such as traffic levels in an urban environment. Persistent operation requires that the agent satisfy motion constraints, such as visiting charging stations infinitely often, which are readily described by rich linear temporal logic (LTL) specifications. We propose and evaluate via simulation a two-level dynamic programming algorithm that is guaranteed to satisfy given LTL constraints. The low-level path planner implements a receding horizon algorithm that maximizes the local information gathering rate. The high-level planner selects inputs to the low-level planner based on global performance considerations.

I. MOTIVATION

In this paper, we address the problem of planning the path of a mobile robot such that it persistently maintains a high-quality estimate of some unknown feature, i.e. persistent monitoring. This describes many real-world applications in which human decision-makers require real-time information about large environments, such as forest rangers monitoring wildfires. In order to provide up-to-date information reliably, the robot has to plan its motion such that relevant information is gained, e.g. the agent visits locations that have not recently been visited. This can be formalized as maximizing the expected mutual information rate (MIR) between the environment and the agent’s sensor measurements. In addition, the agent must continue to function indefinitely, i.e. it must satisfy constraints such as “Regularly visit a recharging station and always avoid obstacles”. In this work, we use linear temporal logic (LTL), an extension of Boolean logic that is capable of describing how a system may change over time, to model such constraints. We present a hierarchal stochastic optimal control algorithm that is guaranteed to satisfy the given LTL constraints while attempting to maximize the MIR.

Persistent monitoring strategies have recently been considered in the literature. In [16], the authors demonstrate how to regulate the speed of an agent moving along a fixed path such that the uncertainty about the state of the environment remains below a certain threshold indefinitely. This work is extended to planning trajectories in [14]. The problem of multi-agent persistent monitoring is investigated in [6]. The above works consider a measurement model that is independent of the agent’s location in the environment and either completely unconstrained motion or motion along predefined paths. In contrast, we assume that the agent’s sensing capability depends on its position in the environment and we incorporate linear temporal logic (LTL) motion constraints.

Linear temporal logic [2], [17] can be used to formulate liveness (“Visit a charging station infinitely often”), fairness (“Visit a data upload station before visiting a charging station”), and safety (“Always avoid obstacles”) properties. Off-the-shelf formal synthesis tools exist that guarantee a robot’s trajectory will satisfy an LTL formula [1], [5], [18]. These tools were applied to the problem of persistent monitoring in [8] in which the goal was to minimize the amount of time between visiting pre-specified surveillance regions. This work did not explicitly represent the agent’s sensing model nor the environment model.

In [9], [10], we considered planning under syntactically co-safe linear temporal logic (scLTL) constraints on the motion of the robot, a finite-time subset of LTL. scLTL can be used to describe reachability and finite-time safety properties, among others. By considering full LTL formulae, the approach in this paper allows us to enforce infinite-horizon properties such as visiting different sequences of regions in the environment infinitely often. The algorithm in this paper extends the receding-horizon planner developed in [10] to guarantee satisfaction of LTL constraints. In addition, to avoid myopia inherent in receding horizon implementations, we develop a high-level sample-based planner that selects inputs to the receding horizon algorithm that attempt to maximize the MIR over the infinite horizon. An implementation of our procedure is applied to a simulation of a target tracking case study.
II. Mathematical Preliminaries

We assume the reader is familiar with standard set theoretic notation and information-theoretic concepts such as mutual information and entropy [15]. We use the shorthand notation $x_{1:t}$ for a time-indexed sequence $x_1 \ldots x_t$. The set of all finite and set of all infinite words over alphabet $\Sigma$ are denoted by $\Sigma^*$ and $\Sigma^\infty$, respectively.

A deterministic transition system [2] is a tuple $TS = (Q, q_0, Act, Trans, AP, L)$, where $Q$ is a set of states, $q_0 \in Q$ is the initial state, $Act$ is a set of actions, $Trans \subseteq Q \times Act \times Q$ is a transition relation, $AP$ is a set of atomic propositions, and $L : Q \to 2^{AP}$ is a labeling function of states to atomic propositions.

A discrete time Markov Chain (MC) is a tuple $MC = (S, s^0, P)$ where $S$ is a discrete set of states, $P : S \times S \to [0,1]$ is a probabilistic transition relation such that the chain moves from state $s$ to state $s'$ with probability $P(s, s')$, and $s^0$ is an initial state of the system. A discrete time Markov decision process (MDP) is a tuple $MDP = (S, s^0, P, Act)$, where $S, s^0$ are as defined for a MC. $Act$ is a set of actions, and $P : S \times Act \times S \to [0,1]$ is a probabilistic transition relation such that taking action $a$ drives $MDP$ from state $s$ to state $s'$ with probability $P(s, a, s')$. In this paper, we assume that the reader is familiar with stochastic optimal control over MDPs [4].

A linear temporal logic (LTL) formula is inductively defined as follows [12]:
\[
\phi ::= p | \neg \phi | \phi \lor \phi | \phi \land \phi | \phi \Upsilon \phi | \phi \bigcirc \phi | \phi \Diamond \phi | \phi \Box \phi, \tag{1}
\]
where $p$ is an atomic proposition, $\neg$ (negation), $\lor$ (disjunction), and $\land$ (conjunction) are Boolean operators, and $\bigcirc$ (“next”), $\Upsilon$ (“until”), $\Diamond$ (“eventually”), and $\Box$ (“always”) are temporal operators. LTL allows for the specification of persistent performance requirements, such as “Data is uploaded infinitely often”.

A deterministic Buchi automaton (DBA) [2] is a tuple $A = (\Sigma, \Pi, \delta, \sigma_0, F)$ where $\Sigma$ is a finite set of states, $\Pi$ is a finite alphabet, $\delta \subseteq \Sigma \times \Pi \times \Sigma$ is a deterministic transition relation, $\sigma_0 \in \Sigma$ is the initial state of the automaton, and $F \subseteq \Sigma$ is a set of final (accepting) states. An accepting run on a DBA is a sequence of states in $\Sigma^\infty$ that intersects with $F$ infinitely often. The language of a DBA (written $L(A)$) is the set of all accepting words in $\Sigma^\infty$. For a large subset of LTL formulae $\phi$, there exist algorithmic procedures to construct a DBA $A_\phi$ with alphabet $2^{AP}$ such that the language of all words satisfying $\phi$, $L(\phi)$, is equal to $L(A_\phi)$. [17].

The product automaton of a transition system $TS = (Q, q_0, Act, Trans, AP, L)$ and a DBA $A_\phi = (\Sigma, 2^{AP}, \delta, \sigma_0, F)$ is the Buchi automaton $P = TS \times A_\phi = (\Sigma_P, \chi_0, Act, F_P, \Delta_P)$ [2]. $\Sigma_P \subseteq Q \times \Sigma$ is the state space of the automaton, $\chi_0 = (q_0, \sigma_0)$ is the initial state, and $F_P \subseteq Q \times F$ is the set of accepting states. The transition relation is defined as $\Delta_P = \{(q, \sigma), p, (q', \sigma') \mid (q, p, q') \in Trans, (\sigma, L(q), \sigma') \in \delta \}$. The state of the automaton at time $k$, $(q^k, \sigma^k)$ is denoted as $\chi_k$ for short. If $\chi^{k,b}$ satisfies the acceptance condition on $P$, then the trajectory $q^{k,b}_t$ satisfies $\phi$.

We define the distance to acceptance [1] as a function $W : \Sigma_P \to \mathbb{Z}^+$ such that $W(\chi) = \min(\text{number of actions that can be taken to drive } \Sigma \text{ from } \chi \text{ to an accepting state in } F_P)$.

The $k$-step boundary about a state $\chi$, denoted $\partial N(\chi, k)$, is the sets of states that can be reached by applying exactly $k$ inputs to the product automaton.

III. Models

A. Robot motion model

We consider a single robot with perfect localization and known dynamics operating in a continuous, partitioned environment. We abstract the motion of the robot to a transition system $Robot = (Q, q_0, Act, Trans, AP, L)$ where $Q$ is a partition of the environment, $q_0$ is the region in which the agent is initially located, $Act$ is a set of control policies, $AP$ is a set of known regional properties of the environment, and $(q, a, q') \in Trans$ if $a$ drives the robot from $q$ to $q'$. Tools have been developed for low-level control synthesis in partitioned systems with linear [11] and piecewise affine [18] dynamics. With some conservatism, these can be extended to more realistic dynamics such as the ones modeling unicycles and car-like vehicles [3].

Example 1. Consider a robot $R_p$ operating in a grid environment as shown in Figure 1(a) to track a target robot $R_t$. In this case, $Q = \{1, \ldots, 4\}^2 \times \{N, S, E, W\}$ (north, south, east, west) where a state $q = (i, j, dir)$ means that $R_p$ is in grid cell $(i, j)$ and facing direction $dir$. The set of actions is $Act = \{\text{straight}, CW, CCW\}$ which mean go straight, rotate $90^\circ$ clockwise, and rotate $90^\circ$ counterclockwise, respectively. $AP = \{\pi_{\text{recharge}}(\text{green}), \pi_{\text{data}}(\text{magenta}), \pi_{\text{alarm}}(\text{cyan}), \pi_{\text{reset}}(\text{blue}), \pi_{\text{obs}}(\text{red})\}$. A subset of the transition system is shown in Figure 1(b). □

B. Robot sensing model

We associate with the environment a feature that evolves in time synchronously with the robot according to the Markov chain $Env = (S, s^0, P)$. We denote the state of $Env$ at time $k$ as $s^k$. The initial state $s^0$ is a priori unknown. At each time $k$, when the robot moves to state $q^k$, it measures $s^k$ according
to a noisy measurement $y^k \in R_Y$. $y^k$ is a realization of a discrete random variable $Y^k$. We denote the conditional measurement distribution as $h(y, s, q) = Pr[\text{measurement is } y|Env \text{ in } s, \text{Robot in } q]$.

**Example 1** (continued). In the above scenario, $S = \{1, \ldots, 4\}^2$ is the set of possible locations of $R_T$. $s^0$ is chosen randomly. $Env$ can transition to an adjacent state with probability $p_{\text{move}}$. $R_p$ has a noisy camera that can produce measurements in $R_Y = \{0, l, c, r\}$ which correspond to $R_l$ not being observed and $R_R$ being observed in the left, center, or right portion of $R_p$’s field of view. Part of the measurement likelihood function is summarized in Figure 1(c).

The robot’s estimate of $s^k$ is given via the estimate pmf $b^k$, called the belief, where $b^k(s) = Pr[s^k = s|y^{1:k}, q^{0:k}]$. The initial belief $b^0$ reflects prior knowledge about $s^0$. $b^k$ is maintained via the recursive Bayes filter

$$b^k(s) = \frac{h(y^k, s, q^k) \sum_{s' \in S} P(s', s) b^{k-1}(s')}{\sum_{s' \in S} h(y^k, s', q^k) \sum_{s' \in S} P(s', s') b^{k-1}(s')}.$$  \hspace{1cm} (2)

The belief $b^k$ evolves over time according to the MDP $\text{Est} = (B, b^0, P_{\text{est}}, Q)$. $Q$ and $b^0$ are as defined previously. $P_{\text{est}}$ is the probabilistic transition relation such that if $b'$ is the result of applying (2) with measurement $y$ collected in state $q$, then $P_{\text{est}}(b, q, b')$ is the probability of observing $y$. $B$ is the countably infinite set of all possible beliefs that can be outputs of computing the Bayes filter with initial belief $b^0$ with an infinite run of Robot along with the resulting measurements. The MDP $\text{Est}$ is referred to as the belief tree in the partially observable MDP (POMDP) literature [13].

**IV. PROBLEM STATEMENT**

Our goal is to plan an infinite horizon trajectory $q^{0:\infty}$ for Robot that maximizes the quality of the estimate pmf over time while satisfying a linear temporal logic specification. In [9], [10], we used the expected conditional entropy $\mathbb{E}_{Y^1:1}[H(b^1)]$ to quantify the expected quality of the estimate that would result from the robot traveling along the finite path $q^{0:n}$. Here, we use a related quantity called the mutual information rate [7], [15]

$$MIR = \lim_{t \to \infty} \frac{I(s^{0:t}; Y^{0:t})}{t}.$$  \hspace{1cm} (3)

$MIR$ is the average rate of information gain about the state of $Env$ when a new measurement is taken. We wish to maximize this quantity, as we want to increase the rate at which measurements help to identify the state of $Env$. Maximizing (3) over the set of actions Robot can take is equivalent to minimizing the entropy rate

$$ER = \lim_{t \to \infty} \frac{H(b^t)}{t}.$$  \hspace{1cm} (4)

Any trajectory that satisfies an LTL formula can be segmented into a finite length prefix path and an infinite sequence of finite length suffix cycles.

**Definition 1** (Prefix Path and Suffix Cycle). Let $q^{0:\infty}$ be an infinite horizon trajectory over a transition system $TS$ and $\phi$ be an LTL formula over the properties $AP$ in $TS$. Let $\mathcal{P} = TS \times A_\phi$ and let $\chi^{0:\infty}$ be the infinite run over $\mathcal{P}$ induced by $q^{0:\infty}$. Let $l_n$ be the nth time at which $\chi^{0:\infty}$ intersects $F_P$. The prefix path is the finite sequence $q^{0:l_n}$. A suffix cycle is a finite sequence of states $q^{l_n+1:l_{n+1}}$.

**Example 1** (continued). The constraints on $R_p$ can be given as the LTL formula

$$\phi = \square \diamond \pi_{\text{recharge}} \land \square \diamond \pi_{\text{data}} \land \square (\neg \pi_{\text{obs}}) \land \square (\pi_{\text{alarm}} \Rightarrow (\neg \pi_{\text{recharge}} \lor \pi_{\text{reset}})),$$  \hspace{1cm} (5)

which in plain English is “Visit recharging and data upload stations infinitely often while avoiding obstacles.
If an alarm is triggered, visit the shutdown switch before visiting the recharging station.” Figure 1(d) shows a prefix cycle and a suffix cycle for φ.

We wish to minimize the average entropy rate per cycle, given as

$$\text{AERPC} = \lim_{n \to \infty} \sum_{i=0}^{n} \frac{H(b^n) - H(b^{n-1})}{I_{n-1} - l_n}$$

This formulation is similar to the average cost-per-stage problem [8], [4]. With this new objective, we define the constrained persistent monitoring problem as

**Problem 1.** Consider an agent that is estimating the state of the environment. Solve

$$\min_{a^0, \ldots \in \text{Act}^\infty} E Y_{0}^{\infty} [\text{AERPC}]$$

s.t. \( l_{n+1} - l_n \leq \ell_{\text{max}} \forall n \),

where \( \phi \) is an LTL formula and \( \ell_{\text{max}} \) is a per-cycle budget.

The budget \( \ell_{\text{max}} \) describes energy constraints on the agent’s motion, e.g. the maximum amount of time that the agent can be active between recharging.

**V. Solution**

In [10], we defined a Markov decision process that encapsulated the effect of the robot’s action on its location in the environment, progress towards satisfying the given specification, and it’s expected gain in information.

**Definition 2.** Full Model MDP The MDP FullModel = \((\Sigma_P \times B, P_{\text{tot}}, \text{Act}, (\chi_0, b^0))\), where \( P = \text{Robot} \times A_{\phi} \) and \( B, b^0 \) are derived from Est, describes the synchronous evolution of the robot’s position and belief state. The probabilistic transition relation \( P_{\text{tot}} \) is defined as

$$P_{\text{tot}}((\chi, b), a, (\chi', b')) = P_{\text{est}}(b, q', b') I((\chi, a, \chi') \in \Delta_P) I(W(\chi') < \infty)$$

where \( I \) is the indicator function \( I(x \in X) = 1 \) if \( x \in X \) and 0 if \( x \notin X \) and \( \chi' = (q', \sigma') \).

We map Problem 1 to the constrained stochastic optimal control problem

$$\min_{a^0, \ldots \in \text{Act}^\infty} E Y_{0}^{\infty} [\text{AERPC}]$$

subject to

$$l_{n+1} - l_n \leq \ell_{\text{max}} \forall n \in \mathbb{N},$$

$$\min_{\chi \in \mathbb{P}_\phi, \sigma \in \partial \Omega(\chi,1)} W(\chi') + 1. \text{ If } \ell' \leq \ell_{\text{max}}, \text{ then sequentially applying Algorithm 1 infinitely often with budget at least } \ell' \text{ is guaranteed to drive the robot to satisfy the given LTL specification.}$$

**Proof.** Applying Algorithm 1 one time is guaranteed to drive the system to an accepting state [10]. Applying Algorithm 1 infinitely often guarantees that the system will
be in an accepting state infinitely often, thus satisfying the Buchi acceptance condition and therefore satisfying the given LTL specification.

**Proposition 1.** The time complexity of Algorithm 1 is \(O(|Act|^m |R_Y|^m |S|^\frac{m}{n})\).

**B. Choosing cycle budgets**

Although applying Algorithm 1 infinitely often with a fixed budget \(\ell\) is guaranteed to satisfy the LTL specification, there is no guarantee that the local information gathering performs well over an infinite time horizon. We propose to pair the local information gathering with long-term planning by finding a policy \(\mu_g : F_p \cup \{\chi_0\} \times B \rightarrow \mathbb{N}\) that maps an initial or accepting state in the automaton and a belief state, e.g. the configuration of the robot at the end of a cycle, to the budget \(\ell\) that should be given to the receding horizon planner in the next cycle. The hierarchial structure of the algorithm is illustrated in Figure 2. The policy construction is performed off-line before the agent is deployed.

Algorithm 2 details how \(\mu_g\) is calculated. We use simulation to characterize the per-cycle performance of the receding horizon algorithm. We consider a finite set of states \(T \subset F_p \times B\) in our optimization. Algorithm 2 begins by performing \(j_{max}\) simulations of Algorithm 1 from the initial state \((\chi^0, b^0)\) for each value of \(\ell\) from \(\min_{\chi' \in \partial N(\chi^0, 1)} W(\chi') + 1\) to \(\ell_{max}\). The result of each simulation is a state \((\chi', b')\) that is reachable from the initial state. In our algorithm, if two states are \(\epsilon\) close in the 1-norm, we consider them identical. The cost of going from \((\chi, b)\) to \((\chi', b')\) under budget \(\ell\), denoted \(g((\chi, b), \ell, (\chi', b')) = \frac{H(b') - H(b)}{\ell}\), is calculated and recorded. Similarly, the frequency of transitioning from state \((\chi, b)\) to \((\chi', b')\), under budget \(\ell\), denoted \(P((\chi, b), \ell, (\chi', b'))\), is calculated from the set of simulations and recorded. The reachable state \((\chi', b')\) is then added to the set the set of states still to be checked \(C\).

It may seem that the longer the budget \(\ell\) handed to the receding horizon planner, the better we expect the performance to be. As \(\ell\) increases, on average more states are included in the MDPs constructed by Algorithm 1. However, the agent can take an action that locally performs better but which may cause the long-term performance to deviate far from optimal behavior.

After this set of simulations is completed, the states of \(C\) are iterated through and more simulations occur. \(T, P, g\) and \(g\) are populated until \(|T| \geq N\) and all of the accepting states in \(F_p\) have been visited or there are no states left to be checked. We invoke a procedure called MakeRecurrent to ensure every state in \(T\) is connected via \(P\) to another state in \(T\). Finally, Algorithm 2 uses value iteration to find the optimal policy

\[
\mu_g(\chi, b) = \arg \min_{\ell} \sum_{(\chi', b') \in T} P((\chi, b), \ell, (\chi', b')) [g((\chi, b), \ell, (\chi', b')) + J^\infty((\chi', b'))],
\]

(10)

for all \((\chi, b) \in T\) where \(J^\infty : T \rightarrow \mathbb{R}\) is the infinite-horizon cost-to-go function. [4] This optimization minimizes the sum of the expected entropy rates per cycle rather than directly minimize the AERPC. However, since we are minimizing the entropy rate on a cycle-by-cycle basis, the average rate will also be minimized. Algorithm 3 summarizes our approach.

**Algorithm 2** Constructs optimal budget policy.

1: function OptimalBudget(\(x_0, b_0, \ell_{max}, m, n\))
2: \(T = \{ (x_0, b_0)\}; C = \{ (x_0, b_0)\}; Acc = F_p\)
3: while \(|T| \leq N\) and \(C \neq \emptyset\) do
4: \((\chi, b) = C.pop()\)
5: for \(\ell = \min_{\chi' \in \partial N_{in}} W(\chi') + 1\) to \(\ell_{max}\) do
6: for \(j = 1\) to \(j_{max}\) do
7: \((\chi', b', k) = RHP(\chi, b, \ell, m, n)\)
8: if \(\exists (\chi', b'') \in T\) s.t. \(|b'' - b'| < \epsilon\) then
9: \(b' = b''\)
10: else
11: \(T.add((\chi', b'))\); \(C.add((\chi', b'))\)
12: \(g((\chi, b), \ell, (\chi', b')) = \frac{H(b') - H(b)}{\ell}\)
13: \(P((\chi, b), \ell, (\chi', b')) += 1\)
14: \(Acc = Acc \setminus \{\chi\}\)
15: if \(|T| = N\) and \(Acc \neq \emptyset\) then
16: \(N = N + 1\)
17: \((P, g, T) = MakeRecurrent(P, g, T)\)
18: \(\mu_g = ValueIteration(P, g, T)\)
19: return \(\mu_g, T\)

**Algorithm 3** Constrained Persistent Monitoring.

\(\mu_g, T = OptimalBudget(x_0, b_0, \ell_{max}, m, n);\)
\(x = x_0; b = b_0;\)

while TRUE do
\((x, b, k) = RHP((x, b), \mu_g((x, b)), m, n)\)

**VI. CASE STUDY**

We implemented Algorithm 3 in software and applied it to a simulation of the scenario described in the running
example Example 1. The probability that the tracked target $R_t$ moves to an adjacent cell is $p_{move} = 0.15$. The optimal policy $\mu_g$ was computed with parameters $\epsilon = 0.01$, $N = 1500$, $J_{max} = 100$, $\ell_{max} = 15$, $m = 2$, and $n = 1$. The computation required approximately 6 hrs. of processor time. We performed 500 Monte Carlo trials of the system in which the system was simulated until 5 suffix cycles were completed and compared the results to 500 “random walk” simulations which were guaranteed to satisfy the constraints. The results from the simulations are summarized in the histograms in Figure 3. The random walk policy resulted in an average entropy rate of 0.0420 bits/action, while the average entropy rate when using Algorithm 3 was 0.0090 bits/action. A two-sample t-test confirmed that this difference in means is statistically significant with p-value less than $10^{-95}$. Further, 3.5% of the random walk trials resulted in negative entropy rates while 64.8% of the trials with Algorithm 3 had negative rates, i.e. on average gain information about the location of $R_t$ with each action taken, i.e. Algorithm 3 has better performance more often.

VII. Conclusions

We have extended our receding horizon planner for constrained informative planning to handle infinite-horizon constraints modeled as LTL formulae. In order to mitigate myopia, we developed and implemented an off-line algorithm to select the number of actions that the receding horizon planner can take between subsequent cycles of the robot’s trajectory. Initial results indicate the receding horizon implementation significantly outperforms a random walk simulation. We will investigate more sophisticated reinforcement learning algorithms and extend these results to multi-agent systems.
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