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Abstract—Brain machine interfaces (BMIs) aim to assist people with paralysis by increasing their independence and ability to communicate, e.g., by using a cursor-based virtual keyboard. Current BMI clinical trials are hampered by modest performance that causes selection of wrong characters (errors) and thus reduces achieved typing rate. If it were possible to detect these errors without explicit knowledge of the task goal, this could be used to automatically “undo” wrong selections or even prevent upcoming wrong selections. We decoded imminent or recent errors during closed-loop BMI control from intracortical spiking neural activity. In our experiment, a non-human primate controlled a neurally-driven BMI cursor to acquire targets on a grid, which simulates a virtual keyboard. In offline analyses of this closed-loop BMI control data, we identified motor cortical neural signals indicative of task error occurrence. We were able to detect task outcomes (97% accuracy) and even predict upcoming task outcomes (86% accuracy) using neural activity alone. This novel strategy may help increase the performance and clinical viability of BMIs.

I. INTRODUCTION

Despite efforts invested in improving the quality of life of people with tetraplegia (e.g., ALS patients), there is much room for improvement over existing assistive technologies to provide patients with more independence. A major need is the ability to communicate, e.g., by using a cursor-based virtual keyboard [1]. Current devices such as eye trackers are not comfortable to use since they demand full attention and restrict the ability to freely look around while typing. Brain machine interfaces (BMIs) aim to provide a different and perhaps more easy-to-use communication channel by recording motor-intention related neural signals from the brain and converting them to control assistive devices [1]–[3]. To date, however, such BMIs have inconsistent performance and are prone to errors that result in the wrong character being typed. These mistakes then need to be deleted, which slows typing rate. In this work we consider the feasibility of detecting and correcting these errors by using the neural signals recorded during BMI control.

Current intracortical BMI decoders only look for neural correlates of movement intention. However, the BMI user has constant visual feedback about the ongoing task (Fig. 1, green path) and one can assume that somewhere in the brain there is information about recent task outcome. Non-invasive methods (e.g., EEG) have identified robust error signals during a variety of tasks [4], but it is unknown whether these signals are present in the motor cortical regions used for BMI control (though see [5], [6] for a discussion of BMIs driven by activity from other areas, and [7] for neural correlates of BMI kinematic errors in motor cortex). If these signals are present, and if they can be accurately decoded, intracortical error detection could be used during closed-loop BMI control to prevent incorrectly decoded actions, such as when a patient’s BMI incorrectly types a letter that s/he did not intend. Such a system would detect the person’s recognition of this error and would automatically delete the selection (Fig. 1, red path).

To evaluate the feasibility of this approach, we conducted an experiment using a non-human primate that simulates a cursor-based virtual keyboard (Fig. 1). We recorded neural signals as the monkey performed the BMI-controlled typing-like task and examined the neural data to investigate if we could detect the occurrence of wrong target selection solely from the neural data.

II. METHODS

A. Behavioral Tasks

All procedures and experiments were approved by the Stanford University Institutional Animal Care and Use Committee. A rhesus macaque (monkey J) was trained to perform point-to-point virtual cursor movements in a 2D plane using either hand movements or BMI control. He was free to move his arm even during BMI control [8]–[10]. A keyboard-like task was modeled after the task described in [11]. The goal of the task (depicted in Fig. 1) was to acquire a cued target among 64 possible targets. The target was cued by changing its color from yellow to green. Only one target was randomly prompted on a given trial.

The workspace was 40×32 cm and had in its center a 24×24 cm grid uniformly divided into 8×8 contiguous, non-overlapping square target acquisition regions. Each target acquisition area contained, at its center, a circular visual...
representation of the target. Within the grid, the cursor was always in the acquisition region of a possible target. A target was selected by holding the cursor within its acquisition region for 300 ms. While the correct target was being held, its color changed to blue, whereas an incorrect target did not change color while the cursor was in its acquisition region. Once a target was selected, the color of the cued target reverted back to yellow signifying that there was no longer an active, cued target. Feedback for successful trials consisted of an auditory tone and a liquid reward 600 ms after selection. Incorrect target selection (failure) led to a different tone and no liquid reward, also 600 ms after selection. The next trial's target appeared after additional 400 ms. If no target was selected within the trial time limit of 5 s, the trial ended in failure.

We delayed the task outcome feedback in order to separate the putative error signal reflecting the monkey’s recognition of his error from the neural signal related to receiving the explicit task feedback. Thus, the only overt immediate difference between successful and failed trials was the color of the cued target (blue if correctly selected and green if not selected) during the holding period. It is unlikely that this color difference causes a neural difference in the motor cortex, but we plan to address this potential confound in future work.

B. Neural Recording and Signal Processing

Monkey J was implanted with two 96 electrode Utah arrays (Blackrock Microsystems, Inc.) using standard neurosurgical techniques [12] 61-62 months prior to this study. The arrays were implanted into the left hemisphere of the brain; one into primary motor cortex (M1) and the other into dorsal premotor cortex (PMD), as estimated visually from local anatomical landmarks. Voltage signals from each of the 192 electrodes were band-pass filtered from 250 to 7500 Hz. A spike was then detected whenever the voltage crossed below a threshold set at the beginning of each day (at -4.5 × rms voltage). Contralateral hand position (for decoder training) was measured with an infrared reflective head tracking system (Polaris, Northern Digital) polling at 60 Hz.

C. BMI Cursor Control

At the start of each experiment we collected a training dataset of 500 arm-controlled trials of a planar random target reaching task according to the protocol described in [12]. This data were used to train a Feedback Intention Trained Kalman filter (FIT-KF) decoder [12], which operates at every time step on the observed firing rate vector \( y_t \in \mathbb{R}^N \) (\( N = 192 \) electrodes). The decoder outputs a velocity command every 25 ms from input consisting of binned spikes counts from the previous 25 ms. Briefly, FIT-KF is a streamlined version of the ReFIT-KF [10] and improves upon a standard KF by adjusting kinematics of the training data to better match the subject’s presumed movement intention. Note that for this experiment we did not zero training set velocities during the hold epoch, as was done in [12].

The velocity Kalman filter (VKF) converges quickly to a steady state: \( v_t = M_1 v_{t-1} + M_2 y_t \), where \( v_t \in \mathbb{R}^2 \) is the velocity of the cursor [13]. We call the first term (\( M_1 v_{t-1} \)) the momentum and second term (\( M_2 y_t \)) the neural push.

D. Dimensionality reduction via principal component analysis (PCA)

For all offline analyses, multiunit threshold crossing spike counts from each electrode were binned every 10 ms (\( y_k \in \mathbb{R}^N \)) and each trial (\( Y_t \in \mathbb{R}^{N \times K} \), where \( K \) is the number of time sample in the trial) was aligned to target selection time (\( t = 0 \), Fig. 1).

The recorded neural activity is composed from several components including kinematics (\( v_t^{\text{kin}} \)), trials outcome (\( v_t^{\text{outcome}} \)) and noise (\( v_t^{\text{noise}} \)). A simplified model might be:

\[
y_t = v_t^{\text{kin}} + v_t^{\text{outcome}} + v_t^{\text{noise}}.
\]

We wanted to direct our dimensionality reduction of the neural data to focus on the variance between outcomes (successes and failures) rather than overall variance (which includes kinematics and noise). Thus, we performed PCA on the difference in neural activity between the outcome-averaged successful and failed trials

\[
\Delta y_k^{\mu} = \frac{1}{N_s} \sum_{e=\text{Suc}} y_k^e - \frac{1}{N_f} \sum_{e=\text{Fail}} y_k^e, \Delta y_k^{\mu} \in \mathbb{R}^N.
\]

To eliminate day-to-day baseline firing rate variance when
combining data from multiple days, we subtracted from each channel’s instantaneous firing rate its average rate (for that day) before performing PCA.

E. Classification via support vector machine

The data were composed of trials $Z_i \in \mathbb{R}^{D \times M}$ (which is a submatrix and/or linear transformation of $Y_i$), where $D$ is either the number of channels ($N$) or number of principal components, and $M$ is number of time samples in the chosen time window. Each trial was labeled as one of two outcomes: a successful trial where the monkey selected the correct target, or a failed trial where the monkey selected an incorrect target.

To classify the trials we used a 10-fold cross-validated linear support vector machine (SVM). Given a set of examples $Z_i \in \mathbb{R}^{D \times M}$ (each labeled as successful or failed) the SVM training algorithm builds a model that can be then used to assign new examples into one of these two categories. The classification result (classification of failed trials) yields three measures of the classifier performance:

- Miss rate (M) – ratio of the number of failed trials that were classified mistakenly as successful ($\#\text{Miss}$) to the total number of failed trials ($\#\text{Failed}$). $M = \frac{\#\text{Miss}}{\#\text{Failed}}$
- False alarm rate (F) – ratio of the number of successful trials that were classified mistakenly as failed ($\#\text{FA}$) to the total successful trials ($\#\text{Successes}$). $F = \frac{\#\text{FA}}{\#\text{Successes}}$
- Misclassification error rate (Er) – the ratio of wrongly classified trials to the total number of trials $Er = \frac{\#\text{Failed}}{\#\text{all trials}} \cdot M + \frac{\#\text{Successes}}{\#\text{all trials}} \cdot F$.

Note that $M$ and $F$ are independent of the ratio between the task outcomes (success rate of the monkey), while $Er$ is dependent on this ratio.

III. RESULTS

A. Behavioral data

We conducted two days of experiments; on the first day the monkey performed 1,576 trials with 77% success rate; on the second, 1,141 trials with 76% success rate. We intentionally calibrated the task difficulty to achieve a 75%-80% success rate so as to have as many failure trials as possible without frustrating the monkey. In previous hand controlled experiments the monkey performed the task with near perfect success rate, indicating that errors in the present data were likely due to the imperfect BMI cursor control.

Fewer than 3% of trials exceeded the 5 s maximum trial limit; these were not analyzed. In 98% of failure trials, the target that was (mistakenly) selected was one of those adjacent to the cued target; this suggests that most mistakes were due to an inability to precisely hold the cursor over the cued target.

B. Error detection from neural data

First we classified trial outcome (success or failure) using neural activity spanning a wide time window from 200 ms before the target was successfully held (-500 ms) until feedback appearance (600 ms). This yielded a misclassification rate of $4 \pm 2\%$ (mean ± std over cross-

<table>
<thead>
<tr>
<th>All Neural</th>
<th>Kinematic Controls</th>
<th>Position</th>
<th>Velocity</th>
<th>Neural Push</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 ± 2%</td>
<td>Cartesian</td>
<td>36 ± 6%</td>
<td>37 ± 7%</td>
<td>39 ± 4%</td>
</tr>
<tr>
<td></td>
<td>Polar</td>
<td>32 ± 4%</td>
<td>29 ± 4%</td>
<td>35 ± 5%</td>
</tr>
</tbody>
</table>

Table 1: Misclassification rate comparison of several different error classifiers, which operate on either the full neural data or kinematics. validation folds). As a control analysis asking whether the classifier was using an aspect of the data that is not related simply to the kinematics (which could potentially distinguish between successful and failed trials), we compared this “full” neural activity decoder to one working with the cursor position, velocity and neural push (immediate neural activity commanded, see Methods) in different coordinate systems. The classification accuracy using the full neural information was over 7 times better than using kinematics, as shown in Table 1.

Classification accuracy as a function of trial time

To better understand when neural activity can be used to classify between the two trial outcomes, we analyzed the evolution of $E_r$, $F$, and $M$ rates over time. First, we aligned to the time of target selection and classified the neural activity in sliding 100 ms non-overlapping windows ($Z_i \in \mathbb{R}^{192 \times 10}$). Fig. 2A shows the misclassification rate decreases throughout the target hold time and is minimized approximately 100 ms after target selection. This pattern is similar for $F$ and $M$ rates, and suggests that the putative error signal carrying the monkey’s recognition of whether he is about to (or did) select the correct target is strongest immediately after a target is selected.

We also classified the trials using an accumulating epoch (growing window) in 100 ms steps ($Z_i \in \mathbb{R}^{192 \times 10^j}$, where $j$ is increasing). This formulation of the problem most closely matches how data will become available to an error decoder during closed-loop error detection/correction. In Fig. 2B we see that the misclassification rate continues to decrease after selection and converges at $4 \pm 2\%$ approximately 500 ms after target selection. Similarly, $M$ and $F$ rates converge to $13 \pm 6\%$ and $0.7 \pm 0.6\%$, respectively.

Fig. 2. Classification accuracy over time. (A) Classification of a sliding 100 ms time window $Z_i \in \mathbb{R}^{192 \times 10}$. (B) Classification of a growing time window $Z_i \in \mathbb{R}^{192 \times 10^j}$. The abscissa coordinate corresponds to the end of the window. Shading denotes standard deviation. For context: a naive classifier, which classifies all trials as successful ones, will have more than 20% misclassification rate (equal to the failure selection rate). Our decoder initially performs worse than chance (due to overfitting when minimal useful information is available) but as the trial time proceeds, rapidly performs significantly better than chance after $t=100$ ms ($p < 10^{-3}$).
Dimensionality reduction improves error decoding

There is high redundancy in neural recordings during reaching tasks; the underlying dimensionality of the neural computations is believed to be lower than the number of recorded neurons [14]. This led us to try projecting the measurements into a lower dimensional space in the hopes of improving classifier performance and reducing over-fitting.

We optimized the number of PCs used for decoding by computing misclassification rate in two time periods as a function of the neural dimensionality. These time periods both began 200 ms before hold target starts (-500 ms); one time period ended before selection (-10 ms, \( Z \in \mathbb{R}^{5 \times 49} \)), while the other one ended before task outcome feedback (590 ms, \( Z \in \mathbb{R}^{5 \times 109} \)). We found that the decoder performed best using 5 PCs in both datasets; Table 2 shows that using this parameter, we could correctly detect trial outcome with 97% accuracy before the monkey was given trial outcome feedback, and could even predict trial outcome with 86% accuracy.

C. Neural signals underlying error detection

To better understand the classification results and to try to begin to understand their neurophysiological source, we computed the population PSTH of the difference in neural activity between task outcomes. Fig. 3A shows that across both arrays, but especially in PMd (channels 97 to 192), firing rates are higher immediately following correct target selection; later (around 300 ms after selection) this pattern reverses: the average firing rates across the PMd channels through the 300 ms after selection for success and fail trials were 18 ± 3 Hz and 15 ± 5 Hz, respectively; in the subsequent 300 ms (from 300 ms to 600 ms after selection) they were 18 ± 4 Hz and 24 ± 9 Hz, respectively. In both epochs, these means were significantly different (\( p < 10^{-3} \), t-test without assuming equal variances).

We also observed that during the epochs when activity corresponding to the two task outcomes differed most, the neural variance was higher for failure trials. Using a bootstrap test (1000 resamples), the average standard deviation of the firing rates across the PMd channels through the 600 ms after selection for success and fail trials were 4.5 ± 0.2 Hz and 7.5 ± 0.3 Hz, respectively (\( p < 10^{-3} \)).

In order to better visualize the sources of the neural activity that enabled us to distinguish between the two trial outcomes, we plotted the channel weights of the leading PC (\( u \in \mathbb{R}^{129} \)) during the Waiting Period. The leading PC captures 75% of the variance of the difference in recorded neural activity between trial outcomes. Fig. 3B shows that most of this process is concentrated on the PMd array, whereas M1 channels do not appear to contribute as much to this process.

IV. DISCUSSION

We were pleasantly surprised to find that we were able to decode task errors (i.e., whether a trial was successful versus failed) from neural activity in the motor cortex with high accuracy. We were further encouraged to find that the neural signals enabling this decoding were different from those related directly to the kinematics. There are theoretical reasons to expect motor error signals to reach motor cortex in order to enable motor learning (see e.g., [15]); it is thus possible that the neural signals underlying this decode performance relate to these error signals. We observed that our decoder preferentially used neural activity from PMd as opposed to M1; this is consistent with a greater role of PMd in higher-level aspects of motor control [16], possibly including processing errors. We believe that an exciting avenue for future work is to better characterize the source and nature of the discriminated signal.

A more immediate application of these results is to use the error signal to detect and correct mistakes during BMI use. Although other studies have begun to consider and exploit the closed-loop nature of BMI control [10], [17]–[19], to the best of our knowledge this is the first time that a BMI user’s recognition of task outcome has been decoded directly from the same arrays that enable cursor control. This study provides a proof of concept that it may be possible to use such a decoder during closed-loop BMI use (Fig. 1A, dashed red line) to improve performance. When the user’s BMI mistakenly selects the wrong target, this parallel decoder would detect the error and would undo the incorrect selection (‘auto delete’). Furthermore, if the error decoder predicts, during target hold, that the upcoming selection is incorrect, the hold timer can be reset to zero to prevent incorrect selection. The classification’s computational time is negligible. Thus, in a real-time implementation, the auto-delete lag will be determined by the amount of information we choose to accumulate for classification, which dictates an accuracy versus latency tradeoff, as shown in Fig. 2.

We note that in these data, the detection and prediction rates for successful trials were more accurate than for failure trials (i.e., \( M \gg F \), even when the number of trials in each condition was equal). This may be due to the higher variance that characterized failure trials (Fig. 3). We expect that most users would prefer to keep false alarm rate low (even at the

<table>
<thead>
<tr>
<th>Before Selection</th>
<th>Before Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Er</td>
<td>M</td>
</tr>
<tr>
<td>14 ± 2%</td>
<td>21 ± 5%</td>
</tr>
<tr>
<td>3 ± 1%</td>
<td>6 ± 3%</td>
</tr>
</tbody>
</table>

Table 2: Error, miss, and false alarm rate of classification using the activity of the top 5 principal components in the entire epoch specified.
cost of increased miss rate), and we note that changing the decision boundary of the SVM classifier provides an easy knob by which to adjust this balance. Once properly adjusted for user comfort and maximizing communication throughput [11], this BMI auto-delete feature could substantially increase typing rate and thus the clinical viability of BMIs.
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