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SUMMARY

A central goal of systems neuroscience is to relate an organism’s neural activity to behavior. Neural population analyses often reduce the data dimensionality to focus on relevant activity patterns. A major hurdle to data analysis is spike sorting, and this problem is growing as the number of recorded neurons increases. Here, we investigate whether spike sorting is necessary to estimate neural population dynamics. The theory of random projections suggests that we can accurately estimate the geometry of low-dimensional manifolds from a small number of linear projections of the data. We recorded data using Neuropixels probes in motor cortex of nonhuman primates and reanalyzed data from three previous studies and found that neural dynamics and scientific conclusions are quite similar using multiunit threshold crossings rather than sorted neurons. This finding unlocks existing data for new analyses and informs the design and use of new electrode arrays for laboratory and clinical use.

INTRODUCTION

A growing number of studies spanning systems neuroscience seek to relate the dynamical evolution of neural population states to an organism’s behavior (e.g., Briggman et al., 2005; Machens et al., 2010; Harvey et al., 2012; Churchland et al., 2012; Mante et al., 2013; Ames et al., 2014; Sadlter et al., 2014; Kaufman et al., 2014, 2015; Morcos and Harvey, 2016; Wang et al., 2018). In this work, we aim to address a practical obstacle facing neurophysiological experiments: how can we cope with the challenge of attributing action potentials to individual neurons, termed “spike sorting,” as the number of recording channels rapidly increases from several hundred (today’s state of the art) to thousands or even millions in the near future (Stevenson and Kording, 2011)? This exciting and rapid increase in neural recording capability is necessary for advancing neuroscientific understanding and brain-computer interfaces, and progress is fueled in part by the US BRAIN Initiative and similar efforts around the world (Bargmann et al., 2014; Koroshetz et al., 2018). For a typical experiment, composed of several hours of neural and behavioral recordings, manually spike sorting even 100 channels can take a skilled researcher several hours, and different human experts often arrive at different results (Wood et al., 2004). Automated spike-sorting algorithms show promise (e.g., Santhanam et al., 2004; Vargas-Irwin and Donoghue, 2007; Wood and Black, 2008; Ventura, 2009; Chah et al., 2011; Bestel et al., 2012; Barnett et al., 2016; Chung et al., 2017; Wouters et al., 2018; Chaure et al., 2018; Pachitariu et al., 2016) but are computationally intensive and sensitive to changes in waveform due to electrode drift and typically have no ground truth data to validate the results. New methods leverage high-density neural recordings to yield reliable single-neuron isolation, but such sensors represent a minority of emerging technologies, as they are optimized specifically for high-density recording within a small volume around a linear probe (Harris et al., 2016; Rossant et al., 2016; Pachitariu et al., 2016; Leibig et al., 2016; Jun et al., 2017a; Chung et al., 2017). For a given number of recording channels, optimizing for spike-sorting quality requires measuring
argue in favor of the hypothesis that for population-scale scientific investigations, spike sorting is not necessary when specific conditions are met. In particular, this technique is appropriate when neural activity is low dimensional relative to the number of recording electrodes and smooth across time and experimental conditions, which empirically tends to be true for a wide range of prior studies (Gao and Ganguly, 2015).

Brain-computer interfaces (BCIs) that measure motor cortical activity and aim to help people with paralysis have moved away from spike sorting in recent years (e.g., Gilja et al., 2015; Pandarinath et al., 2017). This was motivated by the repeated finding that the performance difference between spike sorting and not spike sorting is quite small (Chesek et al., 2011; Christie et al., 2015; Todorova et al., 2014). Most preclinical and clinical trial BMIs do not currently employ spike sorting and instead use a simple voltage threshold to identify threshold crossing events, thus combining all action potentials on an electrode regardless of their source neuron (Fraser et al., 2009; Gilja et al., 2012, 2015; Hochberg et al., 2012; Collinger et al., 2013; Jarosiewicz et al., 2015; Perel et al., 2015; Christie et al., 2015; Kao et al., 2017; Pandarinath et al., 2017; Ajobye et al., 2017). In practice, this alleviates the burden of spike sorting while maintaining high-performance single-trial neural population decoding. Here, we ask whether this simple and efficient threshold-based approach can also be applied in basic neuroscience investigations (i.e., assessing hypotheses based on identifying structure and dynamics in neural data), where the need for spike sorting could potentially be more stringent.

In a common type of extracellular electrophysiology experiment, a multielectrode array provides researchers access to a sparse sample of a few hundred neurons, selected somewhat randomly from the much larger number of neurons in a particular brain region. For most typical experiments, spike sorting is performed prior to subsequent analysis steps, such as performing dimensionality reduction and then regressing the resulting “neural state” against some behavioral measurement. The process of spike sorting changes the dimensionality of the dataset from the number of recording channels to the total number of isolatable neurons observed in the experiment (Figure 1A). Depending on how many neurons are sorted, this can expand or reduce the overall dimensionality of the data. Here, we propose to bypass this sorting step prior to population-level analyses. Dimensionality reduction methods, such as principal-component analysis (PCA), Gaussian-process factor analysis (GPFA), demixed PCA (dPCA), or tensor components analysis (TCA), typically use linear combinations of individual sorted neurons to capture important aspects of the population response in a reduced representation of the data, hereafter referred to as a “manifold” (Yu et al., 2009; Churchland et al., 2012; Brendel et al., 2011; Kobak et al., 2016; Gallego et al., 2017; Pandarinath et al., 2018; Williams et al., 2018) (Figure 1B). By starting with multunit threshold crossings, the spikes from multiple neurons observed on each channel are linearly summed prior to performing a second linear operation via dimensionality reduction. The resulting manifold representing the neural population activity may closely resemble that found with sorted neurons, shown schematically in Figure 1C.

This approach is motivated not only by the success of BMI threshold crossing decoders but also more fundamentally by...
the theory of random projections from high-dimensional statistics (Indyk and Motwani, 1998; Dasgupta and Gupta, 2003; Ganguli and Sompolinsky, 2012; Advani et al., 2013; Lahiri et al., 2016). Recent work has shown that if one wishes to recover the geometry of a low-dimensional manifold that is embedded in a high-dimensional space, one can still accurately recover this geometry without measuring all of the coordinates of the high-dimensional space. Instead, it is sufficient to measure a small number of noisy, random linear combinations (i.e., projections) of these coordinates (Ganguli and Sompolinsky, 2012). In the neuroscience context, (1) the low-dimensional manifold is a surface containing the set of low-dimensional neural population trajectories (so-called underlying latent factors; Shenoy et al., 2013; Gallego et al., 2017), (2) the coordinates in high-dimensional space are the firing rates or spike counts of all individual neurons relevant to the behavior, and (3) the noisy projections of these coordinates are the spiking activity measured across all electrodes. The spiking activity on a single electrode is comprised of a linear combination of isolatable spikes from a small number of neurons near that electrode, as well as smaller spikes that cannot be attributed to individual neurons, sometimes referred to as “hash.” Here, we use the term “multiunit activity” to refer to the combination of isolatable single units plus hash. This application of random projection theory to neural measurements suggests that spike sorting may not be necessary to accurately recover neural population dynamics for many experimentally relevant conditions. Importantly, we will show that if the neural activity manifold is relatively low dimensional and smooth across time, and the tuning properties of neurons on the same electrode are not strongly anticorrelated, then it should be possible to recover the manifold geometry without spike sorting, given enough multiunit recording channels.

We tested whether combining multiple units prior to applying dimensionality reduction algorithms significantly distorts the reduced-dimensionality estimates of neural state using a combination of empirical data, simulations, and theory. We used Neuropixels probes to record from populations of several hundred neurons simultaneously in dorsal premotor (PMd) and primary motor (M1) cortex and found that neural trajectories are only minimally distorted when starting from multiunit threshold crossings or simulated multiunit channels. In addition, we replicated analyses from three previously published studies of nonhuman primate motor cortical control of arm movements, now using multiunit threshold crossings (i.e., the linear combination of a small number of neurons as well as multiunit hash). We compared the resulting unsorted neural population state dynamics and hypothesis testing outcomes with those of the original studies (which did spike sort). We found that all of the new analyses using multiunit threshold crossings closely recapitulated both qualitative and quantitative features found in the original studies and yielded the same scientific conclusions. We further show that the similarity of neural population dynamics extracted from sorted versus unsorted data is consistent with the theory of random projections, and we derive quantitative scaling laws for how this similarity depends both on the complexity of the population dynamics and the number of recording channels.

We suggest that these findings may (1) unlock existing data for new analyses without time-consuming manual sorting or error-prone automatic sorting; (2) inform the design and use of new wireless, low-power electrode arrays for laboratory investigations and clinical use (in particular, chronically implanted multielectrode arrays and bandwidth and power limited wireless telemetry systems); and (3) enable scientific measurements using electrode arrays that do not afford high-quality spike sorting, which enables long-term electrophysiological studies.

RESULTS

Building Intuition through a Toy Example

It may seem surprising that it is possible to accurately estimate neural population state without spike sorting, especially when signals from multiple neurons with potentially dissimilar tuning properties are combined onto the same recording channel. To build intuition for how and when this approach can work, we first present a toy example. We also discuss a more complete theory based on random projections in a later section. In this toy example, we simulated a population of neurons with Gaussian tuning to a single task parameter. This tuning could reflect, for example, the average firing rate of neurons in primary visual cortex, as a function of the angular orientation of a grating, or the firing rate of neurons in M1 cortex, as a function of reach direction. Figure 2A illustrates an instance of this simulation, in which the tuning curves of multiple neurons on each channel are highly correlated, resulting in multiunit tuning curves which generally resemble those of the single units (Figure 2B). Applying PCA to the population activity of multiunit channels results in a low-dimensional manifold that closely resembles the one calculated using single neurons (Figure 2C). Here, we define the distortion, ε, as the worst-case fractional error in distances between all pairs of points on all trajectories, measured in a state-space defined by electrodes, relative to the state-space defined by single neurons (see STAR Methods and also Lahiri and colleagues for a detailed discussion [Lahiri et al., 2016]). Thus, Figures 2A–2C reflect the intuitive situation in which combining information from different neurons on the same recording channel results in little loss of tuning, because all neurons on the same channel have similar tuning curves. However, it is not necessary for all neurons on the same channel to have similar tuning curves. Even if neurons on each channel are uncorrelated (ρ = 0), it is still possible to accurately recover the geometry of the neural manifold using multiunit channels (Figure 2D). It is only when neural tuning curves are explicitly anticorrelated (e.g., ρ ≤ −0.2) that the manifold becomes more distorted (Figure 2E). Figure 2F illustrates the manifold distortion as a function of the number of neurons on each electrode and the correlation in tuning curves between those neurons. For the region where ρ is between 0 and 1, distortion scales only modestly with the number of neurons recorded per channel and is largely insensitive to the correlation among units. Large distortions are only observed when neurons on each electrode are pathologically anticorrelated, such that their respective contributions cancel out, resulting in each multiunit channel exhibiting minimal tuning.

As a complementary test of whether spike sorting corrupts our ability to estimate behavior from neural activity, we attempted to decode the 1D parameter (e.g., reach angle) from the
Figure 2. Simulation of Neural Manifold Estimation without Spike Sorting for a Simple 1D System

200 channels of simulated neural activity using simulated neurons with randomly generated tuning to a 1D parameter (e.g., reach angle). Neurons tuning curves on each channel exhibit correlation $r$ (see STAR Methods) and neurons on different channels are uncorrelated.

(A) Tuning curves for three example channels with six units per channel with strongly correlated tuning ($r = 0.8$).

(B) Multiunit tuning curves for each channel shown above.

(C) Top: PCA-projected firing rate manifold, projected onto the first two principal components, estimated using simulated single units depicted in (A). Bottom: PCA-projected firing rate manifolds, estimated using multiunit channels depicted in (B).

(D) As in (A)–(C), but with uncorrelated tuning curves ($r = 0$).

(E) As in (A)–(C), but with anticorrelated tuning curves ($r = -0.2$).

(F) Distortion of manifolds resulting from combining units for different single unit correlation strengths (see Equation 2 in STAR Methods). Vertical dotted lines indicate the worst-case anticorrelation.

(G) Root mean square (RMS) error in estimating 1D parameter (direction) for different tuning correlation strengths. Dashed horizontal lines show the RMS error using spikes from separate units. Solid lines show the RMS error using multiunit channels.

(H) Examples firing rate manifolds for spike sorted units (first column) and multiunit channels (second column) for various levels of distortion.
population of synthetic multiunit channels (Figure 2G) and real neural data (Figure S1G). This revealed that decoding accuracy was high across a wide range of synthetic data tuning correlations and for the real data. Figure 2H provides examples of manifolds with varying levels of distortion to provide intuition as to how this metric affects inferred latent dynamics.

Thus overall, this toy example continuously interpolates between two intuitive and extreme scenarios of highly correlated or anticorrelated neurons on each channel. If the multiple neurons recorded on the same channel have strongly correlated (anticorrelated) tuning curves, then combining them leads to similar (destroyed) channel tuning, and dimensionality reduction yields accurate (distorted) neural manifolds. Interestingly, this toy example reveals that uncorrelated tuning curves, corresponding to randomly recorded neurons on the same electrode, do lead to reduced tuning on each channel, but nevertheless, manifold geometry can be accurately recovered given enough channels. Thus, only scenarios in which neurons on the same channel have explicitly anticorrelated tuning can impair neural population state estimation if the other stated assumptions are true. Importantly, we do not observe this explicit anticorrelation within local groups of neurons in experimental data (Figures S2B–S2D). Finally, we obtained similar results when simulating an oscillatory neural system (Figures S1A–S1F).

**Estimating Neural Population Dynamics in a Motor Reaching Task**

We next asked whether using multiunit activity instead of isolated single units leads to distortions in the neural activity manifolds by analyzing experimental data from the motor cortex of rhesus monkeys recorded while they performed an instructed delay reaching task. Neural trajectories during reaches to eight radially spaced targets using neurons recorded using two Utah arrays implanted in PMd and M1 reveal substantial similarity between neural trajectories obtained using sorted units and multiunit threshold crossings (Figure 3A).

We repeated this comparison using neural data recording using Neuropixels probes in PMd, which allow for high confidence in the spike sorting, since virtually all recorded neurons are visible to multiple recording sites along the probe (Jun et al., 2017b) (Figure 3B). Units were spike sorted using Kilosort (Pachitariu et al., 2016) and Phy to provide the automated and manual cluster curation steps, respectively, to ensure single-unit isolations and neuron stability over the course of a recording session (Figure S3).

We observed that manifold distortion was relatively low when using multiunit threshold crossings in place of isolated single neurons for Utah array and Neuropixels data. We tested this both via explicitly recombining sorted neurons into multiunit channels (Figure 3B, middle) and directly using multiunit threshold crossings for Neuropixels data (Figure 3B, right) using the manifold distortion metric employed previously and described in detail in STAR Methods. We note that Neuropixels’ dense electrode spacing causes many neurons to appear on multiple channels, increasing the correlation between channels and reducing the number of independent random projections along the probe (Figures S2 and S3). This results in larger distortion than the Utah array or simulated multiunit datasets, as predicted by the previous simulations and theory. Even in this more correlated oversampling regime, the distortion is modest. Nonetheless, these results argue in favor of sparser sampling of more neurons, rather than more views of the same neurons, if the goal is to better estimate the neural population state. We will revisit this argument in the Discussion. We also note that this distortion metric is defined as the worst-case distortion between pairs of vectors on two manifolds, and the average distortion is considerably lower in most cases.

While these qualitative findings are suggestive, a quantitative study is required to assess how avoiding spike sorting would

---

**Figure 3. Neural Trajectories from Primate Motor Cortex during Reaches Are Similar with and without Spike Sorting**

(A) Neural trajectories for delayed reaches to one of eight radial targets using manually sorted neurons (left) or unsorted multiunit spikes (right) obtained by thresholding the voltage time series at $-4.5 \times$ the root mean square (RMS) of the voltage time series. Trajectories display little distortion in the low-dimensional projections using PCA. Data collected using chronically implanted Utah microelectrode arrays.

(B) Same as (A), for data collected using acute Neuropixels probes. Simulated multiunit activity was generated by randomly combining the activity of between one and four sorted neurons per channel (without replacement).
affect the conclusions of neuroscientific studies that examine population-level phenomena. We reanalyzed data collected in three recently published studies (Ames et al., 2014; Churchland et al., 2012; Kaufman et al., 2014). All three studies relate the spiking activity of populations of neurons in macaque motor and PMd cortex to arm-reaching behavior. Each study used acute single-unit recordings as well as population recordings using Utah multielectrode arrays to establish the findings presented, and the results were not sensitive to the recording method used. For each replication, we substitute multiunit threshold crossings prior to replicating the analyses used in the original studies. As described below and in STAR Methods, using a sufficiently stringent voltage threshold (typically at least \(-3.5\) times the root mean square [RMS] value of the voltage on each channel) effectively rejects electrical artifacts and thermal noise. Thus, these multiunit threshold crossings predominantly correspond to action potential emission from one or multiple neurons in the vicinity of the electrode. See Figure S4 for a comparison of spike waveforms from sorted single units and multiunit threshold crossings. As anticipated, the tuning for recording channels tends to broaden (Figure S4D) and the mean firing rates increase (Figure S4E) as the threshold becomes more permissive and includes spikes from more neurons. Here, we ask whether these anticipated observations at the level of individual channels result in large distortions in the geometry of the population activity structure and whether this impacts the studies’ conclusions drawn from population-level analyses.

**Study 1: Neural Dynamics of Reaching Following Incorrect or Absent Motor Preparation**

Ames and colleagues asked whether the preparatory neural population state achieved by motor cortex prior to the initiation of movement is obligatory for generating an accurate reach either when no time is given to prepare the reach (no delay period) or when the target location switches at the time of the go cue (Ames et al., 2014). The key result of the study, found using manually spike-sorted data, was that in both cases the neural population state can bypass the preparatory state when no time is provided to prepare the movement. Visualizations of neural trajectories using the top two principal components (Figure 4A) reveal qualitatively similar features when using multiunit threshold crossings instead of sorted neurons. Statistical tests of the key neural distance metric used in the original study show that the results are closely recapitulated when using unsorted data instead of isolated single neurons (Figure 4B; \(p<0.05;\) Ames et al., 2014). This provides empirical evidence that using multiunit threshold crossings does not substantially distort the low-dimensional geometry of neural population dynamics or the scientific conclusions drawn from resulting estimates of the neural population state.

We repeated these analyses with two simulated perturbations to the dataset to further test the sensitivity of population analyses to combining the contributions of individual neurons. First, we analyzed only the multiunit threshold crossing events that were previously discarded through spike sorting. The computed neural trajectories, distance plots, and peri-stimulus time histograms (PSTHs) for these discarded spikes suggest that there is similar information content in these low-amplitude multiunit hash spikes as there are in the larger-amplitude, sortable individual neurons (Figure 4, fourth column). Second, we repeated these analyses after randomly recombining individual neurons to simulate multiunit thresholded channels (minus the contribution of unsortable hash). The results for this manipulation also closely matched those found with sorted single neurons (Figure 4, fifth column). Note that the PSTHs for this case are not anticipated to resemble those of any particular single units but are not shown to demonstrate that recombination of units does not substantially abolish neural tuning to the behavior (in this case, reach target).

Several observations are apparent from these analyses. First, for some electrode channels, the shape of the PSTHs across conditions is closely recapitulated regardless of the threshold level or inclusion of hash (Figure 4C). For these channels, the spatial and temporal properties of the constituent parts of the multiunit threshold crossings (i.e., individual neurons and hash) are similar enough that combining these components results in a simple vertical scaling of the PSTHs that largely preserves their shapes. For other electrode channels, however, the inclusion of additional units via re-thresholding with a more permissive threshold does change the spatial and temporal tuning by adding neurons with different tuning properties (Figure 4D). Interestingly, however, when we consider all electrode channels together and reduce the dimensionality of the data using PCA, we find the resulting low-dimensional projections (i.e., the neural population state estimates) are not sensitive to these individual channel-level changes. For both the randomly recombined units and the discarded spikes, the resulting neural population analyses replicate the original findings derived from single-neuron firing rates, including hypothesis tests evaluated with statistical criteria (e.g., \(p\) values), and the resulting neural trajectories.

**Study 2: Neural Population Dynamics during Reaching**

We tested this analysis method on a second study, conducted by Churchland, Cunningham, and colleagues, who described how neural population activity in macaque motor cortex exhibits strong rotational dynamics during reaching (Churchland et al., 2012) This result was also replicated later in humans as well (Pandarinath et al., 2015). The population rotational dynamics were revealed using jPCA, a dimensionality reduction algorithm that identifies 2D planes exhibiting rotational dynamics within the higher-dimensional neural state space. This study argues that motor cortex uses a set of oscillatory basis functions to construct the complex time-varying signals required to control muscles during a reach. Further statistical support for this observation has been provided by Elsayed and Cunningham (2017), demonstrating that the rotational dynamics are not an immediate consequence of smooth firing rates and applying dimensionality reduction algorithms to high-dimensional data.

The rotational dynamics described in Churchland et al. (2012) arise from fast and limited-duration oscillatory patterns present in the firing rates of individual neurons. This temporal precision poses a specific test for whether multiunit threshold crossings would reveal the same low-dimensional neural structure. Since each of the constituent units in the unsorted activity recorded on a single channel are not constrained to have similar relationships with behavioral parameters or time, a potential concern is
that linearly combining them would distort the observed population dynamics by “washing out” the individual units’ temporally precise tuning features. Thus, for this particular study, we might expect that combining oscillatory units with different periodicity or phases could decrease or eliminate rotatory dynamics at the level of the population.

We did not find this to be the case; rather, we found that using multiunit threshold crossing data closely recapitulated Churchland, Cunningham, and colleagues’ original findings. Applying jPCA to the original spike sorted data yields a 2D plane that captures 23% of the variance in the neural data. Applying the same analysis to threshold crossing data yielded planes that capture 23%, 23%, and 21% of the variance in neural data when using voltage thresholds of $-3.5\times{\text{RMS}}$, $-4.0\times{\text{RMS}}$, and $-4.5\times{\text{RMS}}$, respectively.

The key rotatory structure in the neural data reported by Churchland and colleagues was also preserved and clearly present when using multiunit threshold crossing data (Figures 5 and S6). In addition, a key quantitative metric used in the original study, the ratio $R_{Mskew}^2/R_{NN}$, is quite similar between thresholded and neural data (Figure S5).

Figure 4. Replication of “Neural Dynamics of Reaching Following Incorrect or Absent Motor Preparation”

(A) Neural trajectories calculated using PCA on trial-averaged neural activity for reaches with and without delay period using hand-sorted units, a more conservative threshold set at $-4.5\times{\text{RMS}}$, a more permissive threshold set at $-3.5\times{\text{RMS}}$, using only threshold crossings that were discarded after sorting, and when sorted units were randomly combined to simulate multiunit channels.

(B) The key results from Ames et al. (2014); distance in full-dimensional neural space between trial-averaged neural trajectories of reaches when the monkey was or was not presented with a delay period. Note that the vertical axis is scaled between columns, illustrating that although ensemble firing rates are higher with more permissive thresholds, the key qualitative and quantitative features of the population neural response are conserved.

(C) Example unit 1: PSTHs for center-out reaches to eight radially spaced targets. In this example, firing rates scale higher with a more permissive threshold, but the overall shape of the PSTHs is similar regardless of sorting or thresholding.

(D) Example unit 2: features of the PSTHs for this unit do change as a more permissive threshold is used. Despite this variation, the estimated neural state from the population response, as shown in (A), is largely invariant to the choice of threshold.
While the precise location of individual neural trajectories may appear slightly different between sorted and thresholded datasets, the dominant rotatory structure apparent across conditions and time and the quantitative hypothesis tests regarding this structure are quite similar across these datasets. We also note that differences in trajectory positions may result from either manifold distortion or from viewing the manifold from a slightly different 2D projection. The precise location of neural trajectories in these plots is sensitive to the weighting coefficients for the 2D JPCA plane fits to the data, but we have not adjusted the JPCA weights or modified the viewing angle to maximize the similarity of the projections.

Study 3: Cortical Activity in the Null Space: Permitting Preparation without Movement
The third study we replicated sought to understand how there can be large changes in PMd and M1 firing rates during a preparatory instructed delay period without causing the circuit’s downstream muscle targets to move (Kaufman et al., 2014). Instead, these output-null and output-potent neural dimensions consisted of different weightings of the same neurons that were identified by contrasting the dominant modes within the low-dimensional population activity (found using PCA) between preparation and movement. Recently, these subspaces have been shown to be orthogonal for a delayed reach task with recordings in PMd in rhesus macaques (Elsayed et al., 2016). Importantly, the output-null and output-potent dimensions were not separate sets of neurons (i.e., separate pools of delay-active neurons and movement-only neurons) (Kaufman et al., 2014). The mechanism the authors proposed is that the brain makes use of specific “output-null” dimensions in the neural state space (i.e., weighted combinations of firing rates of neurons that cancel out from the perspective of a downstream readout) to enable computation within a given circuit without influencing output targets. Other “output-potent” neural dimensions do not cancel out, resulting in signals that do cause muscle activity. Kaufman and colleagues showed that neural population activity patterns before movement occupy the putative output null subspace, consistent with this hypothesis. This activity could be related to computation preparing the arm for movement (Shenoy et al., 2013) and/or cognitive processes such as a working memory of the behavioral goal (Rossi-Pool et al., 2016). Importantly, the output-null and output-potent dimensions were not separate sets of neurons (i.e., separate pools of delay-active neurons and movement-only neurons) (Kaufman et al., 2014). The mechanism the authors proposed is that the brain makes use of specific “output-null” dimensions in the neural state space (i.e., weighted combinations of firing rates of neurons that cancel out from the perspective of a downstream readout) to enable computation within a given circuit without influencing output targets. Other “output-potent” neural dimensions do not cancel out, resulting in signals that do cause muscle activity. Kaufman and colleagues showed that neural population activity patterns before movement occupy the putative output null subspace, consistent with this hypothesis. This activity could be related to computation preparing the arm for movement (Shenoy et al., 2013) and/or cognitive processes such as a working memory of the behavioral goal (Rossi-Pool et al., 2016). Importantly, the output-null and output-potent dimensions were not separate sets of neurons (i.e., separate pools of delay-active neurons and movement-only neurons) (Kaufman et al., 2014).
channels. We reanalyzed the data presented by Kaufman and colleagues, which originally employed spike sorting, and found that with 192 threshold crossing channels (96 electrodes each in PMd and M1), we observed the same distinction between output-potent and output-null neural dimensions as in the original study (Figure 6). Kaufman and colleagues quantified this effect using the ratio of variance of neural activity in output-null to output-potent dimensions during the preparatory epoch. They found this ratio was 5.6 ($p = 0.021$) using sorted units; here, we found it to be 3.84 ($p = 0.048$) using $-3.5 \times$ RMS threshold crossings (Figure 6; dataset N20100812).

The key feature to compare between the sorted and unsorted results in Figure 6 is the increase in the magnitude of neural activity in the output null dimensions (Figures 6A and 6B, top panels) following the input of target information compared with very little such increase in output-potent dimensions (Figures 6A and 6B, bottom panels). However, it is also evident that there are differences between the sorted and unsorted projections. This is because each of the plots in Figures 6A and 6B represent projections along a 1D axis from a 3D space; as such, the shape of the plots is sensitive to the precise orientation of this axis, and we do not expect that projections along this axis throughout the duration of the trial will look identical. While it would be possible to rotate bases to make these plots more visually similar, we have chosen to leave the non-rotated output, as it recapitulates the key results from Kaufman et al. (2014) while revealing that using unsorted spikes does superficially change the appearance of neural projections in this analysis. In addition, we observed a larger transient component in both the output-null and output-potent response following target presentation, as shown in Figures 6C and 6D. We speculate that this is because threshold crossings, which reflect the spikes from more overall neurons than examining sorted units, better detect a broad increase in firing rates when task-relevant sensory information arrives in motor cortex (Stavisky et al., 2017). Despite these secondary differences, the multiunit threshold crossing analysis of these data replicates the key finding that motor cortical firing patterns are largely restricted to output-null dimensions during movement preparation.

Kaufman and colleagues’ study assessed whether preparatory activity is confined to a subspace orthogonal to that spanned by the putative output-potent movement-generating activity. This analysis uses PCA to find a 6D space and then partitions that space into two 3D subspaces, an output-potent and an output-null subspace. All neural activity, regardless of task relevance, must exist in either of these two orthogonal subspaces; this addition of task-irrelevant “noise” makes this analysis intrinsically hungry for statistical power. The $p$ values calculated using the original study’s most conservative metric (which includes all neural data following target presentation, including both the initially transient and steady-state firing) were 0.269 and 0.554 for thresholds of $-4.0 \times$ RMS and $-4.5 \times$ RMS, respectively (compared to $p = 0.021$ using sorted neurons). The effect sizes are 2.006 and 1.926, respectively. However, the $p$ values calculated at steady state after target appearance were 0.042 ($-4.0 \times$ RMS) and 0.119 ($-4.5 \times$ RMS), and the variance tuning ratio plots reveal similar structure. While these results are close, they do not quite reach a $p$ value of 0.05 significance level. We speculate that the statistical power would grow significantly if the necessary data were collected in a manner that preserves time alignment for each neuron.
with additional channels of threshold crossing data, as was used for the other array dataset in Kaufman et al. (2014) (which used threshold crossings in addition to spike sorted units). An independent validation of measuring the output-null hypothesis using threshold crossings (rather than sorted spikes) comes from our recent study, which used BMI experiments to definitively show that the output-null mechanism isolates visuomotor feedback from prematurely affecting motor output (Stavisky et al., 2017).

To summarize our results involving the reanalysis of various scientific hypothesis, we selected three recent studies based on the potential challenges and insights they could offer for this investigation of using multiunit threshold crossings instead of sorted single-unit activity. For all three previously published studies considered here, the key scientific advances have been recapitulated using threshold crossings instead of individual neurons. While this outcome need not be the case for all studies, the fact that it worked for these three different studies, which span a variety of datasets, questions, and analysis techniques, suggests that it will generalize to many other population-level analyses of neural activity. This could enable many new scientific analyses, and we anticipate its relevance and importance to continue to grow as the number of recorded channels in experiments increases.

A Random Projection Theory of Recovering Neural Population Dynamics Using Multiunit Threshold Crossings

We observe that the low-dimensional neural population dynamics reported here using threshold crossings are very similar to those reported in previous studies that relied on single neurons isolated using spike-sorting methods. Given that combining action potentials from several neurons on each electrode channel discards some information, this result may seem surprising. Why does discarding information have such a small effect on the estimated dynamics? Before addressing this question, we first note that in practice, accepting unsortable threshold crossings also adds new information from spikes that could not be previously sorted. In this section, however, we restrict our considerations to the information-destroying operation of combining neurons. The relevant thought experiment is that even if we could sort all of those spikes (which in practice one cannot), would lumping them together actually distort the underlying neural trajectories by an unacceptable amount?

Here, we use the theory of random projections to provide a quantitative explanation. Central to this explanation is the concept of a manifold, or a smooth, low-dimensional surface containing the data. This explanation reveals that when a manifold embedded in a high-dimensional space is randomly projected to a lower-dimensional space, the underlying geometry of the manifold will incur little distortion under the following conditions: (1) the manifold itself is simple (i.e., smooth, with limited volume and curvature) and (2) the number of projections is sufficiently large with respect to the dimensionality of the manifold. While true theoretically, the key practical question is whether this theory allows for accurate recovery of neural population dynamics under experimentally and physiologically relevant conditions.

To apply random projection theory to our data, we must first define the high-dimensional space and the low-dimensional manifold. In this neuroscientific application, the high-dimensional space has one axis per neuron, with the coordinate on that axis corresponding to the firing rate of that neuron. Thus, the space’s full dimensionality is equal to the total number of neurons in the relevant brain area, which is much larger than the total number of neurons from which we are able to record. However, in many brain areas, particularly within the motor system, most neurons’ trial-averaged neural activity patterns vary smoothly across both time and behavioral-task conditions. Thus, as one traces out time and conditions, the resultant set of covarying neural activity patterns constitutes the embedded manifold in random projection theory (Gao and Ganguli, 2015) (i.e., blue curve in Figure 7A, top left). Empirically, we find that the dimensionality of neural activity is far lower than the number of recorded neurons (Yu et al., 2009; Gallego et al., 2017; Rossi-Pool et al., 2016). This is likely due in part to the structure of connections within the network, but it may also be in part due to the fact that the experimental conditions do not fully span the set of possible behaviors. The manifold also has limited curvature, precisely because neural activity patterns vary smoothly across time and conditions. Thus, this neural manifold satisfies the condition of simplicity posited in random projection theory.

Finally, the mapping from single neuron firing rates to threshold crossing activity constitutes a random projection itself: each electrode’s activity is a weighted linear combination of a small number of isolated neurons plus any additional hash that passes the threshold. Thus, the low-dimensional space in random projection theory has dimensionality equal to the number of electrodes. The projection from neurons to electrodes is considered random because we assume the tuning curves of individual neurons across time and task parameters are uncorrelated, corresponding to the $p=0$ scenario in Figure 2D. Within this low-dimensional space of electrodes (which itself is a subspace of the high-dimensional space of neurons), neural activity traces out a simple manifold (Figure 7A) due to the even lower latent dimensionality of the activity.

This scenario raises the critical question: how much is the geometry of the manifold distorted when combining single-neuron firing rates within each electrode? To help answer this question, we generated random manifolds of neural activity using simulated single units and multiunit firing rates and estimated the dynamics of these random neural manifolds. In generating these synthetic data, we incorporated the average empirical correlation structure between single neurons (Figure 7B) and between single units and multiunit threshold crossings on a given channel (Figure 7C) in a real monkey reaching dataset. Neural population state-space trajectories obtained from simulated single neurons (Figure 7D) closely match those obtained from simulated threshold crossings (Figure 7E). These results are consistent with and reinforce the previous sections’ comparisons of single-unit-derived and threshold-crossing-derived neural dynamics in real neural data.

Random projection theory enables us to go beyond this qualitative view and derive a quantitative theory of how the geometric distortion between threshold crossings and single-neuron...
Figure 7. Random Projection Theory Suggests Spike Sorting Is Often Not Necessary for Population Analyses

(A) Schematic depiction of a projection of a trajectory through high-D firing rate space defined by single units, projected onto a subspace defined by the number of recording channels. A small amount of information is lost by combining units on each channel. Adding the contribution of multiunit hash may introduce additional distortion to the estimated neural trajectories, though in practice this appears to be small.

(B) Pearson correlation coefficient between single units on the same recording channel (blue) and different channels (green) for dataset N20101105.

(C) Hash has a larger Pearson correlation coefficient ($p < 0.05$) with single units on the same channel (blue) than from other channels (green). Same dataset as (B).

(D) PCA trajectories sampled from simulated random Gaussian manifolds were measured from (simulated) single-neuron activities. Manifold mean and covariance were matched to those of neural activity from dataset N20101105 spike-sorted data.

(E) Same as (D) for threshold-crossings data.

(F) The maximum distortion of random one-dimensional manifolds under random projections of $N = 125$ neurons. The length of the manifolds, $T(s)$, and the number of manifolds, $C$, are varied with fixed correlation length, $\tau = 14.1$. The 95th percentile of the distortions under 100 random projections is plotted (mean ± SD for 50 repetitions).

(G and H) This collapses into a simple linear relationship when viewed as a function of $\ln(CT/\tau)$, plotted for data (G) and for simulated random Gaussian manifolds (H).
neural population state-space trajectories depend on their underlying complexity and on the number of measurement channels (Donoho, 2006; Baraniuk and Wakin, 2009; Ganguli and Sompolinsky, 2012; Advani et al., 2013). Manifold distortion will depend on the volume and curvature of the trajectories. In the simple case where neural population dynamics consists of C different neural trajectories (corresponding to different behavioral conditions) each of trial duration T, the volume can be taken to be proportional to CT. In turn, the curvature is related to the inverse of the temporal autocorrelation length τ of the neural trajectories (Clarkson, 2008; Baraniuk and Wakin, 2009; Verma, 2011; Gao and Ganguli, 2015; Lahiri et al., 2016). Intuitively, τ (see STAR Methods) measures how long one must wait before a neural trajectory curves appreciably, so that small (large) τ indicates high (low) curvature.

We can parametrically vary the complexity of neural population dynamics by analyzing subsets of neural trajectories of different durations T and subsets of conditions of different sizes C. In doing so for real data, we find that the distortion grows with both T and C (Figure 7F). However, random projection theory predicts a striking and specific scaling relation between the squared distortion \( \epsilon^2 \) and the parameters T, C, and number of channels \( M \). In particular it predicts that \( \epsilon^2 \) scales linearly with \((1/M)\ln(CT/\tau)\). Thus, distortion is predicted to be directly proportional to the logarithm of the product of manifold volume and curvature (i.e., \((CT/\tau)\)) and inversely proportional to the number of recording channels \( M \). This predicted scaling relation is seen both in real neural data (Figure 7G) and in simulations where the data were generated so as to match the overall average statistics of the recorded data (Figure 7H).

We note, however, that the distortion relationships found in the multiple datasets (and the simulated data generated based on their statistics) form different lines in Figures 7G and 7F. One reason for the different lines is that these analyses deal not with deterministic random projections but rather with noisy random projections, in which the presence of hash introduces both signal and additional noise or activity that is not correlated to the isolatable single neurons on a channel. A natural measure of signal to noise is the ratio of the variance of single-unit activity to the variance of that part of the hash that is not correlated with the single units. By fitting a generative model to the neural data, we can estimate this signal-to-noise ratio (SNR) (see STAR Methods). For data collected from the two Utah arrays, we found the SNRs to be 1.9 for dataset N20101105 (Ames et al., 2014) and 1.3 for dataset N20100812 (Kaufman et al., 2014). Thus, as expected, both the recorded and simulated data incur higher distortion at fixed complexity \((CT/\tau)\) if the SNR is lower. Moreover, in Neuropixels dataset V20180818, the SNR is 1.6, but this recording array also picks up more neurons on each recording electrode, which increases the slope of the distortion line. However, in all cases, the distortion scales linearly with \((1/M)\ln(CT/\tau)\) (Figures 7G and 7H), albeit with slightly different slopes and y intercepts.

Thus, this scaling relationship provides quantitative theoretical guidance for when we can expect to accurately recover neural population dynamics without spike sorting. Intuitively, analyzing threshold crossings makes sense when (1) neural trajectories are not too long (small \( T \), e.g., less than a few seconds), (2) not too curved (large \( \tau \)), (3) not too many in number (small \( C \)), (4) the additional multiunit hash has small variance relative to that of single units on the same electrode (non-negligible SNR), and (5) we have enough electrodes (large \( M \)). Under these conditions, neural dynamics can be accurately inferred using multiunit threshold crossings. These conditions are satisfied in the datasets considered here and are likely to be satisfied in many more. Notably, the dense sampling provided by a single Neuropixels probe provides fewer independent projections of neural activity than the number of recording channels, since most neurons are visible to multiple channels. Future studies of recordings from other brain regions, in other species, and across a range of whether the above properties hold true or not will be needed to further establish the generality of these experimental, analytical, and theoretical findings.

DISCUSSION

We investigated whether multiunit threshold crossings can be used instead of isolated single neurons specifically to address questions involving neural population dynamics. We believe that this question is necessary and timely, as neuroengineers are currently engaged in a massive scale-up in the number of electrodes used to make measurements. At the same time, systems neuroscientists are increasingly building quantitative models to better understand how neural population dynamics give rise to behaviorally relevant computations (Remington et al., 2018a; 2018b; Wang et al., 2018; Vyas et al., 2018; Chaisangmongkon et al., 2017). Thus, the field is facing the question of the type of neural data (e.g., single neurons, multiunits, and local field potentials) that will be important to record when thousands to millions of electrodes are available. Some of these questions are already starting to be confronted in the related but distinct endeavor of large-scale neural imaging using genetically encoded calcium indicators (Sofroniew et al., 2016).

We report here both a theoretical justification and an empirical validation that together argue that many of the same scientific conclusions can be made about population-level motor cortical activity without spike sorting. We believe that these findings are broadly useful for several reasons. First, the process of spike sorting is both time consuming and inexact, with significant variability between experts (Wood and Black, 2008). For a typical experiment composed of many hours of neural recordings, an expert human sorter may spend several hours to make hundreds or thousands of small and uncertain decisions to manually sort spikes on a single 100-channel electrode array (e.g., Utah array [Maynard et al., 1997]). New high-channel-count recording technologies like Neuropixels are becoming available that will enable recording from thousands to millions of channels simultaneously. A dataset composed of 1,000 channels could take over 100 h to hand sort, with no ground truth available to validate results. Automated spike sorters may partially alleviate this burden, but even today’s state-of-the-art automated sorters still require manual curation (e.g., Pachitariu et al., 2016; Chung et al., 2017; Chaure et al., 2018). As reported here, if the goals of the scientific effort require describing population-level neural activity, then this effort (and its associated opportunity cost) is
unlikely to impact the resulting insights about the population state and its dynamics.

Second, in real-world experimental conditions, chronically implanted multielectrode arrays in animal models or in humans often feature many channels with neural activity that cannot be isolated into single neurons (e.g., Pandarinath et al., 2015) by either manual or automated sorting. Ignoring these channels throws out potentially meaningful task-related information, possibly weakening statistical power and subsequent scientific conclusions. Insisting on spike sorting in these situations would fail to capitalize on valuable experimental and clinical opportunities. Including such electrodes will enable analyses of larger datasets from more overall neurons (potentially across more brain areas) by making use of electrodes with fewer isolatable waveforms due to device age or random variability. At the same time, however, we recognize that not spike sorting is not a panacea when recording quality is limited. There will remain many important scientific questions that rely on single-neuron isolation, which should motivate parallel work to improve sensor longevity and recording quality optimized for enabling spike sorting.

Third, these results support the design of novel classes of sensors for both scientific experimentation and BMI clinical trials by allowing for sparser sampling and reducing the sampling rate and communication bandwidth required for implantable medical devices. We describe this in more detail below.

Finally, this study may help increase scientific reproducibility and reduce the number of animals or clinical trial participants required to achieve the same scientific goals. Regarding reproducibility of findings, removing the often subjective step of spike sorting, which is typically only vaguely described in publications’ methods, ought to increase the ability of multiple labs to replicate results from the same dataset or to replicate findings as part of subsequent studies. By quantitatively and theoretically grounding the approach of using threshold crossings, large numbers of unused existing datasets can now be brought to bear on new hypotheses. Datasets collected using older electrode technologies, or where recording conditions prevent detection of well isolated cells, are likely appropriate for answering new questions without spike sorting. Reuse of previously collected data or collecting new data in existing subjects can therefore reduce the number of new subjects required.

However, we stress that this method is not appropriate for scientific questions regarding individual neurons, such as questions regarding stimulus selectivity, precise spike timing between neurons, single-cell tuning properties, cell-type identification based on electrophysiological or other markers, and others. For these studies, we must either rely on closely clustered electrodes and automated sorting methods or restrict the number of analyzed neurons to what is feasible to hand sort.

We also stress that we are not advocating for loosening expectations with respect to data quality or scientific rigor. For example, experimenters must take care to ensure that recorded signals containing multiunit threshold crossings are stable over time, particularly for acute recordings where probe drift of tens of microns can cause neural signals to appear to change over time. It is also important to ensure that recordings are free of electrical artifacts or other sources of non-neural noise. No single prescription will ensure data quality, but it remains the responsibility of an experimentalist to ensure that his or her data sources capture the measurements of interest.

Lastly, it is important to note that this approach is comparing the geometry of low-dimensional neural activity between multiunit threshold crossings and isolated single units recorded using a given recording method. If the distribution of recording electrodes only samples from a specific subset of neurons, then distortions or biases may be introduced in the estimates of neural population dynamics regardless of whether isolated single units or multiunit channels are used for the analysis. By combining multiple units via the use of threshold crossings in place of isolated units, we take a random projection of the units that were already visible to electrodes. The argument that we put forward is that this process does not create large distortions in the observable manifold of neural activity as compared the single-neuron analyses that could have been made with the same original recordings.

Applicability of This Paradigm

The Johnson-Lindenstrauss lemma from high-dimensional statistics shows that manifold estimation error increases as the complexity of the underlying manifold increases (Johnson and Lindenstrauss, 1984). The studies replicated here have all focused on neural recordings from PMd and M1, where roughly 10–15 dimensions capture 90% of the variability of trial-averaged neural population activity when monkeys perform a simple 2D reaching task (e.g., Yu et al., 2009). Recording from one or two Utah arrays (i.e., 96 or 192 electrodes) provides sufficiently redundant sampling of these low-dimensional manifolds. In this regime, we robustly find that we can replicate scientific hypotheses using voltage threshold crossings in place of well-isolated single units. However, we anticipate that during substantially more complex behavioral tasks, the underlying neural state will be higher dimensional and thus potentially require sampling from more electrodes to accurately identify the underlying manifold.

One might expect that it is important for constituent projections of the low-dimensional activity manifold (in this case, multiunit recording channels) to preserve the tuning properties of the individual neurons. This might initially seem to indicate that not spike sorting would be problematic in areas like cortex, where a number of recent studies have revealed that tuning properties of closely spaced neurons can be quite different (e.g., Machens et al., 2010; Kaufman et al., 2014; Rossi-Pool et al., 2016). We observed a similar lack of clustering of tuning properties of nearby neurons in macaque PMd in the high-density Neuropixels recordings presented here (Figure S2), which allowed for a more precise characterization of the functional properties of nearby neurons than is possible using lower-density Utah arrays or laminar probes. Importantly, however, the theory of random projections suggests that our ability to accurately estimate the geometry of the low-dimensional activity manifold does not depend on the orientation of the manifold with respect to the full-dimensional embedding space. Nor is it sensitive to the mixture of tuning properties of individual neurons, as long as the neurons’ tuning is not negatively correlated. Thus, we can combine the activity of neurons with different tuning properties
without significantly distorting our estimates of the neural activity manifold provided that the activity manifold is smooth, and we have enough independent projections of the data. This theoretical prediction is supported by the empirical comparisons of numerous datasets sorted versus unsorted neural trajectories and resulting scientific conclusions presented here.

The use of multiunit threshold crossings is not appropriate for establishing whether neurons exhibit selective tuning to one or more stimuli or task parameters. In such an investigation, combining multiple units could erroneously lead one to conclude that units share selectivity to multiple stimuli. If, however, a scientific investigation seeks to understand how information about task parameters is encoded at the level of the population, then using threshold crossings may be appropriate, as the estimates of the low-dimensional neural state should be similar regardless of whether the input sources were single units or multiunit channels. Intriguingly, numerous previous studies have observed mixed selectivity of individual neurons to multiple task parameters in animals (Rigotti et al., 2013; Mante et al., 2013; Rossi-Pool et al., 2016, 2017; Hardcastle et al., 2017; Murray et al., 2017) and humans (Kamiński et al., 2017). Supervised dimensionality reduction methods, such as dPCA, can then be used to find linear dimensions that capture variance attributable to different task parameters (Machens et al., 2010; Kobak et al., 2016). This approach is compatible with the use of multiunit threshold crossings, since, as we have shown, the geometry of the low-dimensional activity manifold is preserved. We further predict that this result should not be highly sensitive to the specific choice of dimensionality reduction methods, and we anticipate that dimensionality reduction of threshold crossings will “work” (in the sense of revealing underlying neural state) for a wide range of algorithms, such as linear discriminant analysis (LDA), dPCA (Kobak et al., 2016), latent factor analysis via dynamical systems (LFADSs) (Pandarinath et al., 2018), in addition to the PCA and JPCA methods used here.

The observation of relatively low-dimensional neural population dynamics is well established in the motor system (e.g., Yu et al., 2009; Churchland et al., 2012; Gallego et al., 2017) but may not be true for all brain regions. In other brain areas, particularly input-driven sensory areas, the dimensionality of neural activity may be significantly higher or scale rapidly with the complexity of a sensory stimulus, resulting in more complex activity manifolds with higher curvature (Cowley et al., 2016). Under these other conditions, it remains to be determined how many independent random projections (multiunit recording channels) would be required to accurately recover the underlying structure of neural activity. Similarly, if a particular neural signal of interest is small with respect to the total neural variance, it may (but is not guaranteed to) incur larger relative distortions than high-variance signals. In principle, accurate manifold geometry measurement should be possible with sufficient independent multiunit recording channels, but this remains to be empirically tested in other brain areas and other species.

Implications for Neural Sensor Design

These findings provide a scientific rationale for developing both acute and chronic multielectrode arrays that feature many thousands to millions of electrode channels at the expense of discarding information necessary to sort individual neurons. Virtually all existing acute and chronic electrophysiology systems are designed with the ability to record high sample rate data from each channel (e.g., digitizing 30,000 samples per second), which facilitates spike sorting. Relaxing these constraints reduces the storage and processing requirements for acute experiments and enables low power, high-channel count devices for clinical applications, where size, power, and communication bandwidth requirements constrain the number of channels. For acute experiments, saving only the spike times for multiunit threshold crossings reduces the total data volume between 4 and 5 orders of magnitude relative to full broadband data. This is especially relevant for future clinical applications, where wireless neural data communication is necessary. Radios consume higher power as data volume increases with increasing sampling rate and bit depth. The present work argues that for many applications, simple spike threshold detection is sufficient in lieu of precise and high sample rate data to enable subsequent spike sorting. This suggests developing chronically implantable electrode arrays with integrated electronics for spike detection and wireless-data transmission of only threshold crossings, which would significantly reduce power consumption and communication bandwidth. This will enable dramatically higher total channel count for a given implant size and power budget (e.g., Chestek et al., 2009; O’Driscoll et al., 2011).

For any fixed number of electrodes to be distributed throughout some volume of tissue (e.g., across the surface of the cortex, in depth through cortex, as well as in deeper structures), there exists a trade-off between the goals of spike sorting, which benefits from closer electrode spacing, and recording from a larger number of neurons distributed through a larger volume. For example, the newly developed Neuropixels probes enable a user to select a subset of 384 active channels from a total of 966 along a single-shank silicon probe (Jun et al., 2017b). By selecting a sparse subset of the active channels, a user can elect to trade off additional tissue coverage for spike sorting quality at the outset of an experiment. Obtaining additional coverage should enable less biased sampling by enabling recording from a larger number of neurons distributed more broadly throughout cortical lamina or multiple brain regions.

In this study, we have examined threshold crossings using a relatively stringent criterion (≤ −3.5 × RMS), which identifies putative action potentials from one or a few cells near the electrode. A related but distinct question that warrants future work is whether performing similar analyses on the lower-amplitude spiking information examined by using features like high gamma (Pandarinath et al., 2017), continuous “multiunit activity” (Stark and Abeles, 2007), or threshold crossings as low voltage as −1.0 × RMS (Perel et al., 2015) would also reveal similar underlying neural state dynamics. These studies found that these more inclusive neural features often contained more information about motor behavior than well-isolated neurons, which we believe is consistent with our argument that an additional benefit of not spike sorting is that it can take advantage of useful neural information that is not sufficiently isolatable to identify as a putative single neuron.
This study reinforces the idea that selecting an appropriate sensor depends on both the scientific goals of an experiment and the structure of activity in the recorded brain region. In brain areas where neural population activity is governed by low-dimensional dynamics, a sensor that prioritizes quantity of independent neural channels (more random projections) over quality of unit isolation (facilitating spike sorting) may be appropriate. In other words, sparser sampling from more brain volume will likely be advantageous for such studies.

Conclusions
The experimental neuroscience paradigm proposed here, using threshold crossings, applies to neural population-level analyses. It is not applicable in cases where one wishes to make statements about the properties (e.g., stimulus selectivity) of individual neurons. We nonetheless anticipate that this approach is broadly applicable to systems neurophysiology and is relevant not only to the analysis of experimental data but also to the design and use of new chronic electrode arrays and acute multi-site recording probes. Analyzing threshold crossing spikes rather than sorted single-unit activity will facilitate efficient and informative neural population analyses in ever-growing neurophysiology datasets. New sensors designed to maximize the number of threshold crossing channels (even at the cost of single unit isolation) may enable next-generation BCIs with considerably greater capabilities, performance, and robustness. The present work demonstrates that this method is theoretically justified, empirically supported, and simple to use.
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STAR METHODS

KEY RESOURCES TABLE

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental Models: Organisms/Strains</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rhesus macaque (Macaca mulatta)</td>
<td>Wisconsin, Davis, and Yerkes Primate Centers</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Software and Algorithms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kilosort</td>
<td>Cortex Lab GitHub</td>
<td><a href="https://github.com/cortex-lab/KiloSort">https://github.com/cortex-lab/KiloSort</a></td>
</tr>
<tr>
<td>Phy Template-gui</td>
<td>Kwikteam GitHub</td>
<td><a href="https://github.com/kwikteam/phy">https://github.com/kwikteam/phy</a></td>
</tr>
<tr>
<td>SpikeGLX</td>
<td>Bill Karsch GitHub</td>
<td><a href="http://billkarsch.github.io/SpikeGLX/">http://billkarsch.github.io/SpikeGLX/</a></td>
</tr>
<tr>
<td><strong>Data Acquisition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuropixels probes</td>
<td>Janelia/IMEC</td>
<td>Phase 3A</td>
</tr>
<tr>
<td>Utah Microelectrode Arrays</td>
<td>Blackrock Microsystems</td>
<td><a href="https://blackrockmicro.com/electrode-types/utah-array/">https://blackrockmicro.com/electrode-types/utah-array/</a></td>
</tr>
</tbody>
</table>

CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Eric Trautmann (etraut@stanford.edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

All surgical and animal care procedures were performed in accordance with National Institutes of Health guidelines and were approved by the Stanford University Institutional Animal Care and Use Committee. Detailed information on the individual subjects used in the three reanalyzed experiments are provided in the original reports (Ames et al., 2014; Churchland et al., 2012; Kaufman et al., 2014). All three experiments, as well as the newly collected Neuropixels probe datasets, employed head-fixed rhesus macaque monkeys making reaching movements in a 2D vertical workspace to touch targets presented on a touchscreen. The Neuropixels experiments were performed using an adult male monkey (Macaca Mulatta) V (12 kg, 8 years old) who had a recording chamber placed over left hemisphere PMd/M1 and performed reaches with the right arm.

METHOD DETAILS

Task design
Details of the experimental task designs and detailed procedures for the three previous studies whose data were re-analyzed here using threshold crossings, including these studies’ behavioral analyses, neural recordings, and neural analyses, have been detailed previously in Ames et al. (2014), Churchland et al. (2012), and Kaufman et al. (2014). In each of these studies, rhesus macaque monkeys were trained to make delayed reaching movements to targets presented on a touch screen. For the Neuropixels datasets, monkeys were trained to move an onscreen cursor using a 3D haptic manipulandum confined to move within a 2D vertical workspace. The haptic manipulandum did not apply any forces to the monkeys arm and was only used for passive cursor control. These experiments employed the same delayed reach task used in the three Utah array dataset experiments above. Delay periods were distributed uniformly with 90% of trials between 200 - 650 ms and 10% 0 ms delay.
Targets of 2 cm diameter were presented at 12mm from the center hold target at one of 24 radially-spaced targets. Juice reward was delivered automatically after a fixed target hold period. Failure resulted in no reward and an error tone. The period starting from the instructed delay and ending with the target acquisition (or failure) constituted a trial.

### Neuropixels probe data acquisition and spike sorting

Neuropixels datasets were acquired using Neuropixels Phase 3A probes supplied by IMEC and Janelia. Recordings were performed using a custom 3D printed probe holder mounted to a microelectrode drive (NAN instruments). Prior to insertion, the dura was prepared by creating a small perforation using a 22-gauge needle with internal stylet to make a small perforation (approx. 700 μm) in the dura prior to probe insertion, then visually aligning the probe to the perforation during insertion. A stainless steel tube was placed 1.5-3 mm off to the side of the insertion location and held with another electrode drive tower in order to provide gentle downward pressure to stabilize cortical tissue with respect to the probe and to serve as an electrical reference for all channels on the probe. No guide tube was used during insertion due to the short shank (10 mm) of the Neuropixels probe.

Data were acquired from the 384 channels closest to the probe tip covering 3.84 mm and fully spanning cortical lamina in pre-motor and primary motor cortex. Data were acquired with SpikeGLX software at 30 KHz with an amplifier gain of 500 for each channel and high-pass filtered with a cutoff frequency of 300 Hz. Spike sorting was performed using Kilosort to automatically cluster units from raw data (Pachitariu et al., 2016). The resulting spike clusters were manually curated to split and merge clusters using Phy Template-gui software. Neurons were sorted using the sorting guidelines provided by Kwik Team (https://phy-contrib.readthedocs.io/en/latest/template-gui/#a-typical-approach-to-manual-clustering). Individual neurons were inspected to insure that the waveform template across multiple channels was consistent with a single neuron, that there was a low incidence of refractory period violations, and that the template amplitude was relatively constant throughout the full duration of the recording period. Clusters which violated any of these properties, suggesting either the inclusion of spikes from multiple neurons or a lack of temporal stability in firing properties (e.g., if the unit was only visible for a portion of the experimental session) were excluded from all analyses presented here. In practice, approximately 350 neurons were recorded during each experimental session using a single Neuropixels probe. For a given session, roughly 150-250 of these units were isolatable as single unit and stable throughout the duration of the session. Example unit isolations using the Phy Template-gui are shown in Figure S3. Clusters were then analyzed in MATLAB using the sortingQuality package to identify clusters with ≥3% ISI violations (ISI ≤2ms) (https://github.com/cortex-lab/sortingQuality).

### Utah array recording and data processing

For all three experiment replication datasets, monkeys performed a delayed point to point reaching task to targets presented on a touch screen while neural data were recorded from two Utah arrays (Blackrock Microsystems, USA) placed in PMd and M1 of the contralateral hemisphere. Raw neural recordings (voltage measurements taken at 30,000 Hz) were first high-pass filtered above 250 Hz (4-pole, "spikes medium" setting) by the Blackrock neural recording system. Then, voltage snippets around measurements that crossed a threshold at −3.5 x root mean square voltage level for a given channel were saved. Spike sorting for the original studies was performed by hand, based on grouping spikes by similarity of waveform (i.e., assigning them to putative single neurons). For the present study’s re-analyses, rethresholded datasets were constructed by calculating new voltage threshold levels for each channel, and retaining the subset of original waveforms that also crossed the more conservative thresholds at −4.0 and −4.5 x RMS. Threshold crossings, regardless of waveform shape, were treated as spike events and processed further into temporally-smoothed, trial-averaged PSTHs prior to subsequent analyses such as PCA (Ames et al., 2014; Kaufman et al., 2014) or jPCA (Churchland et al., 2012).

The result obtained by Kaufman and colleagues is particularly hungry for statistical power, as it simply involves a binary partition of a 6D space, and looks for differences in activity at different time points in the two subspaces. For this study, after re-thresholding data, noisy and/or weakly modulated units were removed using an SNR threshold. For this context, SNR as a unit’s modulation depth (i.e., maximum minus minimum trial-averaged firing rate) across all conditions and time, divided by the peak of that unit’s standard deviation across all conditions and time. Sweeping the SNR rejection threshold between 0 and 1.2 results in rejecting 0 to 8.8% of units, respectively (−3.5 RMS dataset). The calculated p value varies between a maximum of 0.065 (no unit SNR filtering) and a minimum of 0.0475 across this range.

### Neural data analysis

Analyses for each of the three replication studies using original spike sorted data and multi-unit thresholded data were performed using the same analytical methods described in each of original studies. Neuropixel data (both spike sorted and multi-unit thresholded data) were pre-processed by aligning spike trains to movement onset and smoothing with a 25 ms s.d. Gaussian kernel. Only successful trials with relatively straight reaches for trials with delay periods greater than 200 ms were included in the analysis. Data from 350 ms before movement onset until 500 ms were trial averaged prior to performing PCA and calculating manifold distortion.
Simulated multiunit channels were created by combining the spiking activity from 1-3 randomly selected channels (without replacement). Hash-only channels were calculated by extracting the spikes discarded during spike sorting and performing analyses on these spikes only.

**Population activity simulation**

In order to evaluate how sensitive neural population analyses are to not spike sorting, we generated synthetic neural population activity based on simulated neurons with known tuning properties for a one-dimensional parameter \( \theta \), where \( 0 \leq \theta \leq 2\pi \). We used a functional form for the tuning curves given by:

\[
    r_i(\theta) = r_0 \exp(a_i \cos(\theta - \phi_i)).
\]

The parameter \( r_0 \) represents the baseline firing rate and \( a_i \) scales the range of the response. The peak response for a given neuron is centered around \( \phi_i \).

The tuning curves are computed from two dimensional vectors, \((x, y)\), drawn from zero mean unit variance Gaussian distributions:

\[
    x_i = \tanh^{-1}(a_i \cos \phi_i), \quad \langle x_i x_j \rangle = (1 - \rho) \delta_{ij} + \rho,
\]

\[
    y_i = \tanh^{-1}(a_i \sin \phi_i), \quad \langle y_i y_j \rangle = 0.
\]

where \( i \) and \( j \) index different neurons contributing to the same channel. The hyperbolic tangent ensures that the amplitude is bounded, \( a_i \leq 1 \). The correlation strength must lie in the interval \(-1 \leq \rho \leq 1\). We averaged the RMS error and distortion over 100 random samples of tuning curves for each value of \( \rho \).

For maximum likelihood estimation in the asymptotic limit of large datasets, the estimator variance is equal to the inverse of the Fisher information. The Fisher information from separate units is

\[
    F = \sum_i \left( \frac{d r_i}{d \theta} \right)^2.
\]

The Fisher information from combined units is

\[
    F = \sum_i \left( \sum_j \frac{d r_i}{d \theta} \right)^2.
\]

The total Fisher information is the sum of the above over channels. The RMS error is then \( 1 / \sqrt{F_{\text{total}}} \).

**Definition of the Distortion of Manifolds under a Projection**

Let \( r \) be a high-dimensional vector of single neuron firing rates at an instant of time. Let \( e \) be the corresponding thresholded, temporally smoothed electrode activities at the same time. They are related via a noisy projection \( e = Ar + h \) where each element of the matrix \( A \) is the probability that a spike from that neuron produces a voltage deflection that crosses threshold in that electrode, and the noise vector \( h \) indicates the additional contribution of noise that passes the threshold. The geometric distortion of a single electrode pattern \( e \), relative to a firing rate pattern \( r \) is defined as

\[
    \epsilon = \frac{\lambda ||e|| - ||r||}{||r||},
\]

where \( \lambda \) is a scale factor, used to remove the effect of multiplication of all vectors by a single scalar. Here \( \cdot \) denotes the length of a vector, and so the distortion is the fractional change in length up to a scale \( \lambda \).

The distortion of a set of manifolds is computed by finding the maximum distortion of the vectors between all pairs of points on any of the manifolds, including those between different manifolds. The scale factor \( \lambda \) is chosen to minimize the maximum distortion of the manifold set, thereby correcting for trivial overall changes in scale induced by the projection. Thus the distortion of a set of manifolds is the worst case fractional error in pairwise distances, up to an overall scale.

**A generative model for neural manifolds and their projections**

To quantitatively test how well the framework of random projections of smooth manifolds matches neural data, we developed a generative model of neural state space dynamics in single neuron firing rate space, its projection to electrodes, and the addition of noise. We modeled the neural population dynamics themselves as a random smooth manifold.

We generated 50 different such manifolds and their noisy projections by sampling \( T \times C \times (N + M) \) numbers (firing rates) from a multivariate Gaussian distribution, with mean and covariance chosen to have the same statistics as in the data, where \( T \) is the number of time points in a neural trajectory, \( C \) is the number of conditions, \( N \) is the number of single units and \( M \) is the number of recording
channels (192 in this case). The multivariate Gaussian distribution we used corresponds to the following generative model for the peristimulus time histograms (PSTHs) of single units, $r_n$, multi-unit hash, $h_m$, and channels, $e_m$:

$$e_m(t,c) = \sum_n A_{mn} r_n(t,c) + h_m(t,c),$$

$$r_n(t,c) = R(t,c) + \beta_r (z_n(t,c) + k_r z(t,c)), $$

$$h_m(t,c) = H(t,c) + \beta_h (e_m(t,c) + k_h e(t,c)) + \frac{1}{N} \sum_n (MK dA_{mn} + k_d) r_n(t,c),$$

where $A$ is a random projection matrix, described in more detail below, and $z_n(t,c)$, $z(t,c)$, $e_m(t,c)$, and $e(t,c)$ are independent Gaussian random processes whose autocovariance across time and conditions were set equal to corresponding quantity computed from data, normalized to have unit total variance. The functions $R(t,c), H(t,c)$, and the constants $\beta_r, k_r, \beta_h, k_h, k_d$ were fit to the data by setting the means, standard deviations, and correlation coefficients of $r_n$ and $h_m$ in the model equal to the mean of the corresponding quantity in the data. The constant $k_r$ accounts for correlations between single units, $k_h$ for correlations between hashes, $k_d$ for correlations between hash and single units, and $k_s$ for the stronger correlations between hash and single units on the same channel.

In this generative model it is possible to separate the simulated unsorted activity, $e_m$, into noise (the terms proportional to $\beta_h$) and signal (everything else). This allows us to calculate a signal-to-noise ratio for each dataset after fitting the model parameters, defined as the ratio of the variances of signal and noise.

For each manifold set, 100 random projections, $A$, were sampled as described in the next section. For each random projection and random manifold set, the distortion of the manifold set was computed as described above. The 95th percentile of the distortions under the 100 projections was recorded. The mean and standard deviation of these distortion percentiles was taken over the 50 manifold sets.

**Distortion of PSTHs**

The PSTHs of the spike sorted data were taken to be the set of unprojected manifolds and the thresholded data were taken to be the set of projected manifolds. The distortion of the manifolds was then computed as described above.

**Correlations of PSTHs**

The covariance matrix across time and conditions was computed from spike sorted data by treating each neuron as a sample. The normalized covariance matrix was computed by dividing the covariance matrix by the total variance across time and conditions. To compute the correlation time, this covariance was then averaged for pairs of times with the same separation. This covariance function was then fit to a sum of two Gaussians centered at zero. The correlation time $\tau$ was then computed by matching the value and second derivative at zero to that of a single Gaussian. The correlation coefficients and standard deviations of single units and hash were computed from spike sorted data by treating each time point and condition as a sample.