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Lecture Plan

* Oracles, minimization, efficiency, and iterative methods
* Continuity, smoothness, and critical points

* Continuity, e-nets, and lower bounds

* Smoothness revisited
* Convexity

Thursday




Recap

Goal Access to f?
* Objective function f: R" - R * Through an “oracle”
e Constraintset S € R" uer
(Next few lectures, unconstrained S = R") e.g. x €R"
* Optimize 1
min X
B3 ) =3
provably efficiently with few 1
assumptions output

e.g. f(x) € R [value]
e.g. Vf(x) [gradient]



Goal
min f(x) given by an oracle provably

Recap i

efficiently with few assumptions

Minimize? Progress Measure?

€-(sub)optimal point or a point with e-additive function error:
* x ESst f(x) < f. +ewheref, = mei?f(x)
X

e-critical point:
* x € Sst |[VF(X)l; < € where ||y, = /Zie[n] Vi

Efficency?

* Oracle complexity = #calls to oracle
* Runtime = # oracle calls X (average computational cost per call)



Recap

Iterative Method Approach
e Start at initial point x
e Fort=0,..T—1

* Query oracle

* Take “local step” to obtain x;, ¢
* Repeat

* Qutput aggregation of the x;

e.g.
* Last iterate: x;_4

: .1
* Average iteration: ;Zke[T—u X

Analysis
* Oracle complexity = # iterations

* Runtime = # iterations * cost per
iteration (iteration complexity)



Recap: setting #0: impossible

* f:R = R (one dimensional)

* Have evaluation oracle (can compute f (x) with 1 query)

* Promised 3x, € [0,1] suchthat f(x) = f. = ig&f()’) }
y 1

* Promised f(x) € [0,1] forallx € R

* Goal: compute 1/2-optimal point
* i.e. compute x with f(x) < f(x,) +1/2 0

* Question: what oracle complexity achievable?
* Answer: o is optimal We will discuss this lower

bound more formally today.




Recap

Problem: oracle gives only pointwise information, no local information.
T
f

Solution:
 This is a class on continuous optimization
* Today: assume more structure and analyze a working method

Last class discussed how continuity is not enough and will prove today.




Recap: assuming more structure

fis Ly-Lipschitz w.r.t. || - || fis L,-Lipschitz
1) = FI < [lx =yl IVF(x) = VE)Ilz < Lallx = yll;
forallx,y € R™ forall x,y € R™
f /\/ f
/\
. R R
(bounded slope) (bounded curvature)

(bounded 1 derivatives) (bounded 2" derivative)



Recap: Gradient Descent Method for Critical Points

Algorithm / Method (for L-smooth f) Uy, () = f(xg) + Vf (x0) T (x — x) +L ||x x4 |2
* Initial point: x, € R"
*Fork=0,1,2, ...

1
* X1 = X — 7 V()

* If [|[Vf(x)ll, < € then output x;,
\Txo(x) £ o) + VF (o) (x = %)

Theorem

e-critical point in < 2L[f (x,) — f.]/€*
steps / queries for f. = inf f(x) Today: e-(sub)optimal points




Lecture Plan

* Oracles, minimization, efficiency, and iterative methods
* Continuity, smoothness, and critical points

* Continuity, e-nets, and lower bounds

* Smoothness revisited
Convexity

Thursday




Setting #1: 1d-Lipschitz Function Minimization

* f:IR = R (one dimensional)

 Have evaluation oracle (can compute f (x) with 1 query)
e 3x, € [0,1] suchthat f(x) = f, = 3i/relﬂgf(y)

* f(x) €[0,1]forallx € R

* f is L-Lipschitz with respect to £,

* Goal: compute e-optimal point for e € (0,1)

* Question #1: what oracle complexity achievable?
* Question #0: what does L-Lipschitz mean? Imply?



L-Lipschitz Function

fis L-Lipschitzw.rt. || - || if |f(x) — f(y)| < L||Jx — y|| forall x,y € R"

* o —Lllx-yll < f(y) - f(x) <L|lx -yl forallx,y € R"
* o f)-Lilx—yll < f) < f)+L|lx -yl forallx,y € R"

eifn="Tand |-l =l (ie. [[xI| = [lx]l, = (|x[")"/? = |x|) then
S f(x)—Lld| < f(x+d) < f(x)+ L|d| (slope at most L)
J‘—f(x)+ia\\ /c’/
—f(x) \:,K’: :|‘ Value of f lies in this range
__f(x) _,L,d/’,/ \T\\\\ ]R‘
-, ;C‘ d ')I] ~




Setting #1: 1d-Lipschitz Function Minimization

* f:IR = R (one dimensional)
* Have evaluation oracle (can compute f (x) with 1 query)

e 3x, € [0,1] suchthat f(x) = f, = irelﬂgf(y)
y

* f(x) €[0,1]forallx € R

* f is L-Lipschitz with respect to £,

* Goal: compute e-optimal point for € € (0,1)

* Question #1: what oracle complexity achievable?



Theorem: there is method with query

Setting #1:

Algorithm

* Pickk € Z5,
«Fori€[k] ={1,..,k) /\
[

* Let Xi = ;
* Query f(x;) foralli € [k]

(%)

complexity [L /€| for setting #1

* Return x,,+ = argmin f (x;)
Xi

&=

N -

W -



Setting H#1: Theorem: there is method with query

complexity [L /€| for setting #1

Algorithm Analvsis
* Pickk € Z5, ¢ x, € ]for some i € [k]
.ForiE[k]=1{1,..,k} - E[k]st x__‘<_
° letx; = -
* Query f(x;) foralli € [k]
e Return x,,¢ = argmin f(x;) (xi*) <SSt E
*i * f(Xout) < f(x;)

*k=>L/e = f(xyyt) is e-optimal

?¢‘|h



Setting H#1: Theorem: there is method with query

complexity 1 + [L/2¢€] for setting #1

Algorithm Analvsis
* Pickk € Z5, ¢ x, € ]for somei € [k]
’FOFiE {0,1.,..,k} °3l*6{0 k}st x__ <_
l k 2k
* Let Xi = ;
* Query f(x;) foralli € [k] .
* Return x,u¢ = argmin f(x;) fea) < frg

Xi * f(Xour) = f(x:)

e k>L/(2€) = f(xyyt) is €-optimal

Improvements?



Lower bound proof strategy

Arbitrary Algorithm Lower Bound Strategy

*fFork=1,.. K * From oracle output at x4, ..., X _1
specify oracle output at x;,.

* Compute point x; based on
previous oracle output

eEe e Re s R * Show that there are two valid
« Query oracle at x;, functions f; and f, consistent with
oracle output on x4, ..., X1 with
* Output a point X4 basedV no common valid output point.

previous points, oracle

Any algorithm must —

take at least K steps. Why? Algorithm outputs incorrect answer on either f or g.




Candidate f;

* f:R = R via evaluation oracle . Forallz € [0,1] let
° * 3x, € [0,1] such that f(x) = f,
Setting #0 - /o couspraxcn pw={l 222
* Goal: compute % -optimal point x=1z

Note: f, and f, have disjoint ’%-optimal points for z; # z,

Arbitrary Algorithm Lower Bound Strategy

*fFork=1,.. K * From oracle output at x4, ..., X _1

: specify oracle output at x;,.
e Compute point x; based on pecity P k

previous oracle output Output =1

eEe e Re s R * Show that there are two valid
« Query oracle at x;, functions f; and f, consistent with
oracle output on x4, ..., X1 with
* Output a point X4 basedV no common valid output point.

previous points, oracle

fz, and f, forany z; # z,

Any algorithm must — with z;,z, & {xq, ..., Xy }

take at least K steps.

Since holds for all K, an infinite number of steps are needed.



Valid functions with disjoint e-optimal points.
f:R — R via evaluation oracle
Ax, € [0,1] such that f(x) = f, What should the
f(x) € [01] forallx € R .
£ is L-Lipschitz w.rt || - |l candidate f; be?

Goal: compute e-optimal point

Setting #1

* f2o(x) = min{l, —a + L|x — z|} Tf(x)
Claims \/
* x"is e-optimal for f, , for a > € if —

and only if |x' — 2| < L/e et
* fzais L-Lipschitz w.rt || - || all e-optimal points.

T e

Lower bound idea ’, —% Z 4 +% !
* If oracle outputs 1 and not enough '

queries, consistent with two f,



Upper bound Waszie + 1. Can we improve?

* f:R - R via evaluation oracle

Settin #1 * 3x, € [0,1] such that f(x) = f,
. € [0,1 llx € R L .

g AT S ey At least .~ — 2 queries are needed

* Goal: compute e-optimal point

Lower Bound

* fra(x) = min{1, —a + L|x — z|} Lower bound proof
* Algorithm makes K-queries
Claims * Can partition [0,1] with < K + 1
e x'is e- -optimal for f, , for a > € if intervals so points are on
and only if [x' —z| < L/e boundary
e £, is L-Lipschitz w.rt || - || * At least one interval is length at

least 1/(k + 1)

* If length is > 4€ /L then there are

Lower bound idea
two f, , consistent with disjoint
* If oracle outputs 1 and not enough e-optimal points

queries, consistent with two fz a
e=>k+1>1L/4e
t_l_\u ! ||| l_‘_\l /

l A I g
| | "
0 x \/\/ | x



Upper bound waszie + 1. Can we improve?

* f:R - R via evaluation oracle

I mor * 3x, € [0,1] such that f(x) = f, Lower Bound
[ ] L .
prove - ;Sfii,,[,icﬂ,{;’;;’,”t’ffﬁ At least .~ — 1 queries are needed

* Goal: compute e-optimal point

* Algorithm also fails if there are two Lower bound proof
disjoint intervals of length > 2¢/L

e Algorithm makes K-queries

* T d the total length of th " :
© supeeed e ota’ length oT the * Can partition [0,1] with < K + 1

intervals (1) satisfies

<k (26) + de intervals so points are on boundary
L L * At least one interval is length at
kzoo-2 least 1/(k + 1)

2€

* Correct answer up to an additive 3!!! * Iflengthis > 4€/L then there are

two f, , consistent with disjoint e-
ey — A X optimal points

| ! ) | I
A VAR VA VR ) e > k+1>L/4e



* f:R"™ = R via evaluation oracle
° o ® ° ° e 3x, € [0,1] such that f(x) = f,
Setting #2: Higher Dimensions . 7 cpoiran s
* fisL-Lipschitzw.rt|| - |l
Goal: compute e-optimal point

Algorithm (e-net) Analysis
* Pick k € Zy, + Vi€ [n], 3j € [k] st |x.() -] <~
. T
i1 I L : 1
° — = — e 4 d s.t. x 0o = 7
Quer.y (k., ey k) for all q queried s.t. |[x, — ql| p
possible i; € [k] . £(q) < f(x) _|_7L(
* Return point of minimum value

: L.
* Point output is E—optlmal

1
* k™ queries are made

How do we avoid this large

" . .
* [E] -queries suffice dependence on dimension?

Optimal up to constants!

((cL/e)™ queries are needed)



Lecture Plan

* Oracles, minimization, efficiency, and iterative methods
* Continuity, smoothness, and critical points

* Continuity, e-nets, and lower bounds

* Lipschitzness and smoothness elaborated / revisited
Convexity

Thursday




