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Abstract

For numerous online bipartite matching problems, such as edge-weighted matching and
matching under two-sided vertex arrivals, the state-of-the-art fractional algorithms outperform
their randomized integral counterparts. This gap is surprising, given that the bipartite fractional
matching polytope is integral, and so lossless rounding is possible. This gap was explained by
Devanur et al. (SODA’13), who showed that online lossless rounding is impossible.

Despite the above, we initiate the study of lossless online rounding for online bipartite match-
ing problems. Our key observation is that while lossless online rounding is impossible in general,
randomized algorithms induce fractional algorithms of the same competitive ratio which by def-
inition are losslessly roundable online. This motivates the addition of constraints that decrease
the “online integrality gap”, thus allowing for lossless online rounding. We characterize a set
of non-convex constraints which allow for such lossless online rounding, and better competitive
ratios than yielded by deterministic algorithms.

As applications of our lossless online rounding approach, we obtain two results of indepen-
dent interest: (i) a doubly-exponential improvement, and a sharp threshold for the amount
of randomness (or advice) needed to outperform deterministic online (vertex-weighted) bipar-
tite matching algorithms, and (ii) an optimal semi-OCS, matching a recent result of Gao et
al. (FOCS’21) answering a question of Fahrbach et al. (FOCS’20).
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1 Introduction

Real-time decision-making is ubiquitous in real-world domains, from ride hailing, to online dating, to Internet advertising. The core products of these sectors are solutions to variants of the classic online bipartite matching problem of Karp et al. [41]. Here, nodes of one side of a bipartite graph are given, and nodes on the opposite side arrive one by one, and must be matched (or not) immediately and irrevocably upon arrival. For example, in Internet advertising, offline and online nodes correspond to advertisers and opportunities to display an ad, respectively [45]. In general, the pervasiveness of web- and mobile-based user-facing apps provides an ever-increasing supply of online problems, and a growing demand for general methods for tackling such problems.

Fittingly, a concentrated and highly-successful effort has been dedicated to devising general techniques for the design and analysis of online algorithms. Mirroring its central role in offline optimization [43], the matching problem has been influential in this process, too, inspiring new general online optimization techniques, including the randomized primal-dual method [23], and online correlated selection (OCS) [27] (more on this below).

One old design pattern for online optimization is online rounding: designing an online algorithm for a fractional relaxation of the problem, and then randomly rounding the fractional solution online. This approach has played a pivotal role in the resolution of many fundamental online minimization problems (see Section 1.5), but has had limited success for online bipartite matching problems. This limited success is surprising, given that competitive fractional online algorithms are known for many such problems [17, 28, 39, 56], and moreover fractional bipartite matchings can be rounded to integrality with no loss in the objective. Why, then, do we not have equally competitive integral online algorithms for such problems as edge-weighted matching [11, 27, 32], matching under two-sided arrivals [30] and AdWords without the small bids assumption [38]?

A partial answer is that the myriad lossless rounding algorithms for fractional bipartite matching (e.g., [2, 31, 33, 34, 6.5.11]) are all offline in nature, and seem difficult to implement in online settings. A more complete answer was given by Devanur et al. [23], who noted that lossless online rounding is not only more difficult than its offline counterpart—it is impossible (see Appendix A). Therefore, all prior rounding-based online matching algorithms [21, 30, 32, 49, 53] use lossy rounding, attaining a competitive ratio strictly worse than the fractional algorithms on which they are based.

As we show, all hope is not lost, and the truth is more nuanced.

1.1 An Overlooked Research Question

We initiate the study of lossless online rounding for maximization problems, focusing on the classic online bipartite matching problem and its vertex-weighted generalization [3]. (We do so despite the preceding discussion suggesting the futility of this endeavor.)

Our starting point is the well-known observation that any randomized online algorithm induces a fractional algorithm with the same competitive ratio, by setting the fractional values of decision variables to be their expected value under the randomized algorithm. This observation is frequently used in lower bounds (i.e., impossibility results), since it implies that lower bounds on fractional algorithms’ competitive ratios naturally transfer to randomized algorithms. Breaking with this tradition, we use this observation to obtain upper bounds (i.e., algorithms).

Driving our work is the following corollary of the above observation: any randomized online algorithm $A$ for a problem $Π$ induces a fractional online algorithm with the same competitive ratio and which is also losslessly roundable online—just run algorithm $A$! This holds even if $Π$ does not allow for lossless online rounding in general.
We conclude that the aforementioned impossibility result of [23] only shows that lossless online rounding is impossible when relying only on the natural fractional constraints imposed for the offline problem. This holds even though these constraints induce a polytope with no integrality gap, which is losslessly roundable offline.\(^1\) Similarly to the use of additional constraints to decrease the integrality gap in offline settings (e.g., the influential work of Edmonds [25]), we propose adding additional constraints to the problem that reduce the “online integrality gap”. With this perspective in mind, the design of randomized algorithms can now be reduced to the following two-step program: design a fractional online algorithm which is losslessly roundable online, and then round it. The search for the best possible competitive ratio thus motivates the following question.

*Which fractional online bipartite matching algorithms are losslessly roundable online?*

### 1.2 Our Contributions

We present a set of (non-convex) constraints which allows for lossless online rounding for bipartite matching problems (and high competitive ratios). From this, we obtain new online matching algorithms, a resolution to an open problem concerning randomness and advice complexity of online matching, and a systematic method of designing algorithms for online correlated selection.

**A family of roundable algorithms.** Describing the fractional algorithms we consider requires some notation, which we now provide. The input to the online matching problem is a bipartite graph. Each offline (i.e., left-hand-side) node \(i\) has weight \(w_i > 0\) (in the unweighted version \(w_i = 1\) for all \(i\)). Initially, only the \(n\) offline nodes are known. At time \(t = 1, 2, \ldots\), online node \(t\) arrives. A fractional online matching algorithm must assign each edge \((i,t) \in E\) upon arrival, immediately and irrevocably, a value \(x_{i,t} \in [0,1]\), such that each node \(v\) has fractional degree at most one, i.e., \(\sum_{e \ni v} x_e \leq 1\). So, for example, \(x_i(t) := \sum_{t' < t} x_{i,t'}\), the fractional degree of offline node \(i\) before time \(t\), satisfies \(x_i(t) \leq 1\). The goal is to maximize the weighted value of the matching, \(\sum_{i,t} w_i \cdot x_{i,t}\).

Following a number of recent breakthrough works in the online matching literature [27, 38], we focus on two-choice algorithms: these are randomized algorithms which randomize the matching choice of an online algorithm between two or fewer offline neighbors. Similarly, fractional two-choice algorithms are algorithms that for all time steps \(t\), set \(x_{i,t} > 0\) for at most two offline nodes \(i\). Randomized two-choice algorithms were recently used to break the barrier of \(1/2\) for the competitive ratio of other online bipartite matching problems [27, 38]. On the other hand, prior work shows that two-choice fractional algorithms are not generally losslessly roundable online [23] (see also Appendix A).

A key ingredient in our work is the introduction of the following set of (non-convex) constraints for fractional two-choice algorithms, which we motivate and provide intuition for in Section 1.3.

**Definition 1.1.** A two-choice fractional online matching algorithm \(A\) is sound if for every online node \(t\) with \(P_t := \{i \mid x_{i,t} > 0\}\), the fractional matching \(\vec{x}\) of \(A\) satisfies

\[
\sum_{i \in P_t} x_{i,t} \leq 1 - \prod_{i \in P_t} x_i(t).
\]

If Equation (1) is met at equality for each \(t\), we say that \(A\) is also maximal.

---

\(^{1}\)Recall that the integrality gap of a polytope \(P \subseteq \mathbb{R}^m\), defined as \(\max_{\vec{w} \in \mathbb{R}^m} \frac{\max_{\vec{x} \in P} \{\vec{w} \cdot \vec{x}\}}{\max_{\vec{x} \in P \cap \mathbb{Z}^m} \{\vec{w} \cdot \vec{x}\}}\), is the highest multiplicative gap between the objective of fractional and integral points in the polytope \(P\) over all linear objectives \(\vec{w}\). A polytope with integrality gap of one is often said to have no (non-trivial) integrality gap.
**Lossless online rounding.** Our main technical contribution is a proof that the above condition is sufficient for rounding, i.e., sound two-choice algorithms can be rounded losslessly online, even on an edge-by-edge basis.

**Theorem 1.2 (Lossless Rounding).** Let $A$ be a sound two-choice online fractional algorithm, and its output be $\vec{x}$. Then, there exists a randomized online algorithm whose output matching $\mathcal{M}$ matches each edge $(i, t)$ with probability

$$\Pr[(i, t) \in \mathcal{M}] = x_{i,t}.$$ 

Moreover, if $A$ is maximal, then this randomized online algorithm is implementable in poly-time.

**Competitive roundable fractional algorithms.** Complementing Theorem 1.2, we present competitive sound two-choice fractional matching algorithms. Specifically, we present $0.536$-competitive unweighted and $0.524$-competitive vertex-weighted algorithms, breaking the natural barrier of $1/2$.

1.2.1 Applications

Illustrating the potential of our techniques, we obtain the following results of independent interest.

**Sharp Randomness Threshold.** In their seminal work, Karp et al. [41] proved that deterministic algorithm are at best $1/2$ competitive, while randomization allows to break this bound. This begs the question: how random is random? In other words, how much randomness is needed to outperform deterministic algorithms? The RANKING algorithm [41] requires $\log(n!) = O(n \log n)$ random bits, slightly improved to $O(n)$ in [24]. In contrast, Pena and Borodin [50] show that $(1 - o(1)) \log \log n$ bits of randomness (or even advice, see Section 1.5) are needed. (All logarithms are in base 2.)

We close this doubly-exponential gap for the online (vertex-weighted) bipartite matching problem, showing that the lower bound is tight. To do so, we show how to implement our randomized rounding scheme using small-bias probability spaces [48] while only losing a $1 + o(1)$ factor in the competitive ratio. Applying this refinement to our fractional algorithms, we obtain the following sharp threshold on the amount of randomness (and advice) needed to outperform deterministic algorithms for this problem.

**Theorem 1.3.** $(1 \pm o(1)) \log \log n$ random (or advice) bits are both necessary and sufficient to achieve a competitive ratio of $(1/2 + \Omega(1))$ for online vertex-weighted bipartite matching.

Due to our (near-)lossless rounding using bounded randomness, the above $1/2 + \Omega(1)$ ratios are precisely the $0.536$ and $0.524$ for the unweighted and vertex-weighted problem which our fractional algorithms achieve. These bounds are comparable to, and in most cases larger than, similar recent results breaking the natural $1/2$ barrier in the online matching literature [27, 30, 35, 38].

**Optimal semi-OCS via online rounding.** In their groundbreaking work, Fahrbach et al. [27] introduced a powerful new algorithmic primitive: online correlated selection (OCS). Here, pairs of elements arrive, and an algorithm must choose one item in each pair immediately and irrevocably upon arrival. Picking randomly (and independently) guarantees that each element belonging to $k$ pairs is unmatched with probability precisely $2^{-k}$. A $\gamma$-semi-OCS is an algorithm that, using correlated choices, decreases this probability to $2^{-k}(1-\gamma)^{k-1}$. A strengthening of semi-OCS, referred to as OCS, was pivotal to their breakthrough result, breaking the competitive ratio of $1/2$ for online
edge-weighted matching, as well as for a similar breakthrough for the related AdWords problem [38]. This hints at wider applicability of this algorithmic tool, motivating its extension and refinement. Fahrbach et al. explicitly asked for the highest $\gamma$ for which a $\gamma$-semi-OCS exists.

In independent and concurrent work, Gao et al. [32] present an improved, $\frac{1}{2}$-semi-OCS, which they prove is optimal. Our framework applied to a natural sound fractional algorithm achieves the same bound, while hinting at a more generic method of devising such novel algorithmic primitives as OCS: use online rounding! In particular, in Appendix E we prove the following.

**Theorem 1.4.** An optimal semi-OCS can be obtained using lossless online rounding.

To illustrate our online lossless rounding-based approach’s flexibility, in Appendix E we also show how it yields a bichromatic variant of semi-OCS, of possible independent interest.

### 1.3 Overview of our Techniques

**Motivation for and Intuition behind Condition [1].** Suppose we have managed to losslessly round a fractional matching $\bar{x}$ until time $t$, in the sense that $\Pr[(i, t) \in M] = x_{i,t}$. Consequently, each offline node is matched before time $t$ with probability $x_{i}(t)$. Suppose for now that these probabilities are independent. Then, since $t$ can only be matched to a neighbor in $P_t := \{i \mid x_{i,t} > 0\}$ if at least one node in $P_t$ is free at this point, we find that for lossless rounding to be possible, we have

$$\sum_{i \in P_t} x_{i,t} = \Pr[t \text{ matched}] \leq 1 - \Pr[\text{all } P_t \text{ matched before time } t] = 1 - \prod_{i \in P_t} x_{i}(t).$$

Therefore, we have that $\sum_{i \in P_t} x_{i,t} \leq 1 - \prod_{i \in P_t} x_{i}(t)$ is a necessary condition for lossless rounding in this scenario, where all offline nodes are matched independently. We say that our fractional matchings are sound precisely since this inequality is a necessary condition for lossless rounding. For two-choice algorithms (i.e., with $|P_t| \leq 2$), it is not hard to match edges of $t$ with marginal probabilities $x_{i,t}$, assuming $\bar{x}$ is sound and the matched statuses of offline nodes are independent. Rounding becomes a challenge when correlations between offline nodes are introduced.

**Dealing with correlations.** In general, the matched status of offline nodes may depend on each other in intricate ways, based on the rounding so far. Positive correlations between nodes in $P_t$ may cause the probability of all $P_t$ being matched before time $t$ to be strictly greater than $\prod_{i \in P_t} x_{i}(t)$. This would rule out lossless rounding of maximal sound algorithms, as it would imply the following.

$$\Pr[t \text{ matched}] = \sum_{i \in P_t} x_{i,t} = 1 - \prod_{i \in P_t} x_{i}(t) > 1 - \Pr[\text{all } P_t \text{ matched before time } t].$$

However, negative dependence between the matched status of offline nodes in $P_t$ would still be consistent with matching edges of $t$ with marginal probabilities $x_{i,t}$ output by a sound algorithm. Indeed, such dependence (and lossless rounding up to time $t$) would guarantee the necessary condition for lossless online rounding, namely $\Pr[t \text{ matched}] \leq 1 - \Pr[\text{all } P_t \text{ matched before time } t]$:

$$\Pr[t \text{ matched}] = \sum_{i \in P_t} x_{i,t} \leq 1 - \prod_{i \in P_t} x_{i}(t) \leq 1 - \Pr[\text{all } P_t \text{ matched before time } t].$$

Accordingly, the crux of our rounding algorithm for sound two-choice algorithms is in designing a way of matching edges of $t$ that simultaneously: (1) guarantees the marginal probabilities, and (2)
preserves pairwise negative correlations between the matched status of different nodes. The second requirement is challenging to prove directly, and we end up proving significantly stronger forms of negative correlation between offline nodes to obtain our guarantees.

**Our negative correlation properties.** Let $F_{i,t}$ be an indicator for offline node $i$ being free (unmatched by the rounding algorithm) by time $t$, and let $F_I,t := \bigwedge_{i \in I} F_{i,t}$ be an indicator for all of offline node-set $I$ being free at time $t$. In addition to satisfying the target marginal probabilities, our algorithm also satisfies the following strong negative correlation property

$$\Pr[F_{i,t} \mid F_{K,t}] \leq \Pr[F_{i,t} \mid F_{J,t}] \quad \forall t, \forall i \in [n], \forall J \subseteq K \subseteq [n] \setminus \{i\} \text{ s.t. } \Pr[F_{K,t}] > 0.$$  

In words, the probability of node $i$ to be free at time $t$ decreases when we condition on a larger set of offline nodes being free at that time. This strong negative correlation property, while natural, is not shared by prior online bipartite matching algorithms, such asランキング of Karp et al. [41], which is easily seen to induce positively correlated variables $\{F_{i,t}\}_i$.

If the fractional matching $x$ is also maximal, our rounding algorithm satisfies the stronger invariant that at any time $t$, offline nodes in every set $I$ are either matched independently, or at least one node in $I$ must be matched, i.e., $\Pr[F_{I,t}] \in \{0, \prod_{i \in I} \Pr[F_{i,t}]\}$.

Both above negative correlation properties are strong enough to imply exponential tail bounds, similarly to known offline lossless rounding schemes [31], which might find uses beyond this work.

**Low-randomness implementation.** For particularly well-structured fractional algorithms, which we refer to as $k$-level algorithms (see Appendix C), the number of random variables of our rounding algorithm that any node’s matched status depends on is constant. This property, combined with the theory of small-bias distributions (see Section 2) allows us to implement our rounding scheme when applied to these algorithms using little randomness, while only incurring a $(1 - o(1))$ multiplicative loss in the competitive ratio. This underlies Theorem 1.3 and hints at a wider applicability of small-bias probability spaces for the study of randomness (and advice) complexity of online algorithms.

**Fractional Algorithms.** Using Theorem 1.2 requires fractional algorithms whose outputs satisfy both the fractional matching constraints, as well as Condition (1), which is non-convex in the decision variables $x_{i,t}$, complicating the design and analysis space. Nonetheless, we present numerous fractional algorithms approximately optimizing over these constraints and the fractional matching constraints, analyzed via (intricate instantiations of) the online primal-dual method [18].

### 1.4 Extension to Multiple-Choice Algorithms

Two-choice algorithms cannot yield competitive ratios above $5/9$ (see Huang and Tao [37]). A natural question, then, is how to generalize our approach to multiple-choice fractional algorithms. Unfortunately, we were unable to extend our approach to this level of generality. However, the partial progress we made may be informative for follow-up work, so we discuss it here briefly.

When attempting to generalize our approach and obtain optimal $(1 - 1/e)$-competitive algorithms, there are two major hurdles to overcome: the first is characterizing additional constraints which allow for lossless rounding, and the second is to show that these constraints are compatible with optimal competitive ratios. In Appendix F, we consider a natural generalization of Condition (1) to multiple-choice algorithms, and show that while this condition, which a priori should harm the competitive ratio significantly, still allows for optimal competitive ratios. The intricate analysis of this fractional algorithm may inform the analysis of follow-up roundable online fractional algorithms. Unfortunately, as we show in the same appendix, this condition does not allow for lossless online rounding, and so new ideas are needed. We leave the characterization of additional constraints which allow for both optimal competitive ratios and lossless online rounding as an open question.
1.5 Related work

**Online Matching.** The online matching literature is a rich one; numerous extensions and generalizations of the problem of Karp et al. [41] have been studied. Recent developments include algorithms breaking the barrier of $1/2$ for matching in general graphs [30, 35, 36], edge-weighted matching [11, 27, 32] and the AdWords problem [38]. Instead of providing an exhaustive overview, we point to these works and citations therein, and to the excellent survey of Mehta [44].

**Online Rounding.** Online rounding has played a pivotal role in the resolution of myriad long-standing open problems in the online algorithms literature, such as the $k$-server problem [7, 15, 16, 42], weighted paging [1, 8], generalized caching [1, 9], Metrical task systems [10, 11, 19], online set cover and its generalizations [4, 5, 47], online edge coloring [20, 53], etc. For the above (minimization) problems, the rounding step loses an additional constant or even logarithmic factor in the competitive ratio. This loss is unavoidable in some cases, since even the offline relaxation has an integrality gap. In other cases, losing an additional constant is not crucial since the original competitive ratio is already logarithmic. We remark that a small number of online minimization problems (e.g., ski-renal, TCP-acknowledgement, or even Metrical task systems on HSTs) fractional solutions can in fact be rounded online losslessly [10, 40, 56].

For maximization problems, and in particular online matching problems, where the optimal competitive ratios lies in $[1/2, 1 - 1/e]$, no optimal results were obtained via rounding, due to the seeming inevitable loss in online rounding. We show that this loss is not necessary, after all.

**Online Correlated Selection.** Following the recent breakthrough of [27], online correlated selection has emerged as a powerful algorithmic primitive, with a flurry of work refining and extending this tool (see [11, 22, 32, 54]). Numerous approaches for designing such algorithms have been proposed, and the design space of such algorithms is still to be understood. In this work we suggest a systematic method for designing such algorithms, by relying on online rounding.

**Randomness and Advice Complexity.** A core goal of online algorithms research is determining the power of randomization in online settings, or at least determining the amount of randomness needed to outperform deterministic algorithms. A related question is studied in the advice model, introduced by Emek et al. [26]. In this model a deterministic online algorithm is equipped with an advice string, and the algorithm's guarantees for any input are with respect to the best advice string for the input. Such non-deterministic advice bits are at least as powerful as random bits, and are often strictly more powerful [12, 13, 46, 50, 51, 52]. For online bipartite matching, the best deterministic competitive ratio is the trivial $1/2$ [41]. The best upper bounds on the number of advice bits sufficient to do better are $O(\log n)$, using exponential time, and $O(n)$, using polynomial time [12, 24, 50]. Similarly, $O(n)$ bits of randomness suffice to beat this bound of $1/2$ [24, 41]. On the other hand, Pena and Borodin [50] showed that any algorithm that is $(1/2 + \epsilon)$-competitive for any constant $\epsilon > 0$ must use at least $(1 - o(1))\log\log n$ advice bits, and hence at least that many random bits. We close these (doubly-)exponential gaps, proving that the lower bound is tight.

2 Preliminaries

In the online bipartite matching problem, the underlying input is a bipartite graph $G = (L, R, E)$. Initially, only the $n$ offline nodes (nodes), $L = [n]$, are known, as well as the weight $w_i > 0$ of each offline node $i \in L$. At times $t = 1, 2, \ldots$, online node $t \in R$ arrives, together with its edges. A fractional online matching algorithm, at each time $t$, must decide, immediately and irrevocably, what values $x_{i,t}$ to assign edges $(i, t) \in E$, while guaranteeing that the fractional degree of each vertex...
We denote by $x_i^{(t)} := \sum_{t' < t} x_{i,t'}$ the fractional degree of vertex $i$ before time $t$, and by $x_i := \sum_t x_{i,t}$ the fractional degree of vertex $t$. Thus, a fractional online algorithm guarantees that $x_t \leq 1$ and $x_i^{(t)} \leq 1$ for any time $t$ and offline vertex $i$. Thus, such an algorithm maintains a feasible solution to the fractional (vertex-weighted) matching problem, whose linear programming relaxation is given (together with its dual) in Figure 1.

<table>
<thead>
<tr>
<th>Primal</th>
<th>Dual</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximize $\sum_{(i,t) \in E} w_{i,t} \cdot x_{i,t}$</td>
<td>minimize $\sum_{i \in L} y_i + \sum_{i \in R} y_t$</td>
</tr>
<tr>
<td>subject to:</td>
<td>subject to:</td>
</tr>
<tr>
<td>$\forall i \in L$: $\sum_t x_{i,t} \leq 1$</td>
<td>$\forall (i,t) \in E$: $y_i + y_t \geq w_{i,t}$</td>
</tr>
<tr>
<td>$\forall t \in R$: $\sum_t x_{i,t} \leq 1$</td>
<td>$\forall i \in L$: $y_i \geq 0$</td>
</tr>
<tr>
<td>$\forall (i,t) \in E$: $x_{i,t} \geq 0$</td>
<td>$\forall t \in R$: $y_t \geq 0$</td>
</tr>
</tbody>
</table>

Figure 1: The fractional vertex-weighted bipartite matching LP and its dual

The analysis of our fractional algorithms uses these LPs and the well-established online primal-dual method [18]. The challenge in the analysis is dealing with the non-convex Constraint (1).

Bounded Independence. A useful notion we will make use of is $(\delta, k)$-dependence, introduced by Naor and Naor [48], generalizing $k$-wise independence.

**Definition 2.1** ([48]). Binary random variables $Y_1, Y_2, \ldots, Y_m$ are $(\delta, k)$-dependent if for any subset of $k$ or fewer indices, $I \subseteq [m]$, $|I| \leq k$,

$$\sum_{\vec{v} \in \{0,1\}^{|I|}} \Pr \left[ \bigwedge_{i \in I} (Y_i = v_i) \right] - 2^{-|I|} \leq \delta.$$

A $(0, k)$-dependent distribution is $k$-wise independent, satisfying that any subset of $k$ or fewer variables is independent. More generally, a joint distribution $\vec{Y}$ is $(\delta, k)$-dependent if for any subset $I \subseteq [m]$ of $k$ or fewer variables, the total variation distance between the distribution on the variables indexed by $I$ and the uniform distribution on $|I|$ i.i.d bernoulli$(1/2)$ variables is at most $\delta$. Consequently, such a distribution satisfies the following.

**Lemma 2.2.** Let $\mathcal{U}$ be the uniform distribution and let $\mathcal{D}$ be a $(\delta, k)$-dependent distribution over $m$ binary variables $Y_1, Y_2, \ldots, Y_m$. Then, for any event $A$ which is determined by $k$ or fewer random variables in $Y_1, Y_2, \ldots, Y_m$,

$$\Pr_{\vec{Y} \sim \mathcal{U}} [A] - \delta \leq \Pr_{\vec{Y} \sim \mathcal{D}} [A] \leq \Pr_{\vec{Y} \sim \mathcal{U}} [A] + \delta.$$

**Proof.** Let $I \subseteq [m]$ be a set of $k$ or fewer indices such that $\{ Y_i \mid i \in I \}$ determine $A$, and let $S \subseteq 2^{|I|}$ be such that $A = \bigcup_{\vec{v} \in S} \{ \vec{Y} = \vec{v} \}$. Then, by triangle inequality and definition of $(\delta, k)$-dependence,

$$\Pr_{\vec{Y} \sim \mathcal{D}} [A] - \Pr_{\vec{Y} \sim \mathcal{U}} [A] \leq \sum_{\vec{v} \in S} \Pr_{\vec{Y} \sim \mathcal{D}} \left[ \bigwedge_{i \in I} (Y_i = v_i) \right] - 2^{-|I|} \leq \sum_{\vec{v} \in \{0,1\}^{|I|}} \Pr_{\vec{Y} \sim \mathcal{D}} \left[ \bigwedge_{i \in I} (Y_i = v_i) \right] - 2^{-|I|} \leq \delta.$$

A useful property of $(\delta, k)$-dependent distributions is that such distributions can be specified—and constructed in polynomial time—using a small random seed [48, 55]. For completeness, a proof of this lemma, following the construction of Naor and Naor [48], is given in Appendix H.

**Lemma 2.3.** For any $\delta > 0$, a $(\delta, k)$-dependent joint distribution on $n$ binary variables can be constructed using $\log \log n + O(k + \log(\frac{1}{\delta}))$ random bits. Moreover, after polytime preprocessing, each random variable in this distribution can be sampled in $O(k \cdot \log n)$ time.
3 Lossless Online Rounding: A Special Case

In this section we study a special case of our rounding algorithm for the case that the input sound two-choice algorithm is also maximal, i.e., satisfies Condition (1) at equality at each time \( t \). At the end of the section, we refer to appendices where we show how to implement this algorithm in polynomial time, generalize it to round non-maximal inputs, and refine this rounding to require doubly-logarithmic random seed on some well-structured inputs.

### 3.1 The Algorithm

In this section we show that any maximal two-choice sound fractional solution \( \vec{x} \) can be rounded while preserving the marginal probabilities of all edges, with even stronger negative correlation properties than for non-maximal such algorithms (see Appendix B). We denote by \( F_{I,t} \) the probability that a set of offline vertices \( I \subseteq [n] \) is free at time \( t \), and use \( F_i,t \) as shorthand for \( F_{\{i\},t} \).

\[
\Pr[F_i,t] = 1 - x_i(t) \quad \forall i = 1, \ldots, n. \tag{2}
\]

\[
\Pr[F_{I,t}] \in \left\{0, \prod_{i \in I} (1 - x_i(t)) \right\} \quad \forall I \subseteq \{1, \ldots, n\}. \tag{3}
\]

We call a subset \( I \) of offline nodes negative (at time \( t \)) if \( \Pr[F_{I,t}] = 0 \). Otherwise, we say it is independent, noting that in this case \( \Pr[F_{I,t}] = \prod_{i \in I} (1 - x_i(t)) = \prod_{i \in I} \Pr[F_i,t] \). We note that this second name is apt, since for any independent set \( I \) at time \( t \), the variables \( \{F_i,t \mid i \in I\} \) are indeed independent as observed in the following. Before proving this fact, we make the following simple observations.

**Observation 3.1.** A set that is negative at time \( t \) remains negative at all times \( t' \geq t \).

**Observation 3.2.** If a set \( I \) is negative at time \( t \), then all supersets of \( I \) are negative at time \( t \).

By Observation 3.2 if \( I \) is independent then all subsets of \( I \) are independent at time \( t \). Therefore, for any set \( J \subseteq I \), we have that \( \Pr[F_{J,t}] = \prod_{j \in J} \Pr[F_{j,t}] \). Consequently, for any disjoint subsets \( K, J \) of \( I \), by the inclusion-exclusion principle and Invariant (2), we have that

\[
\Pr[F_{K \cup J,t}] = \frac{|J|}{r=0} (-1)^r \sum_{J' \subseteq J, |J'|=r} \Pr[F_{K \cup J',t}] = \frac{|J|}{r=0} (-1)^r \sum_{J' \subseteq J, |J'|=r} \prod_{k \in K} (1 - x_k(t))
\]

\[
= \prod_{k \in K} (1 - x_k(t)) \cdot \prod_{j \in J} x_j(t) = \prod_{k \in K} \Pr[F_{k,t}] \cdot \prod_{j \in J} (1 - \Pr[F_{j,t}]).
\]

**Observation 3.3.** If set \( I \) is independent at time \( t \), then the variables \( \{F_{i,t} \mid i \in I\} \) are independent.

Our rounding algorithm for maximal sound algorithms is a special case of Algorithm 4 in Appendix B. Our reasons to present this special case are threefold: (i) it is simpler to describe, (ii) its analysis is more elegant, and (iii) it provides stronger negative correlation properties, which yield efficient polynomial-time implementation of this rounding scheme.

As asserted above, our rounding scheme of this section is very simple to describe. It examines whether the (at most) two vertices whose fractional value increased are negative or independent, and which of the offline vertices is available to be matched. Then, it carefully decides probabilistically how to match the new online vertex. The formal definition of the algorithm is the following.
Algorithm 1 Lossless Rounding: The Maximal Case

1: for arrival of online node $t$ do
2: if $t$ has less than two neighbors then
3: add two dummy neighbors $i$ with $\Delta x_i = 0$ and $x_i = 1$ $\triangleright$ used to simplify notation
4: let $P_t := \{1, 2\}$ be the two neighbors of $t$ of highest $\Delta x_i := x_{i,t}$, and let $x_i := x_i^{(t)}$
5: if $\{1, 2\}$ are negative then
6: match $t$ to its sole free neighbor $i$ (if any) with probability $\frac{\Delta x_i}{1 - x_i}$
7: if $\{1, 2\}$ are independent then
8: if only one $i \in \{1, 2\}$ is free then
9: match $t$ to $i$
10: if both 1 and 2 are free then
11: match $t$ to node 1 with prob. $\frac{1 - x_2 - \Delta x_2}{(1 - x_1)(1 - x_2)}$ and to node 2 with prob. $\frac{1 - x_1 - \Delta x_1}{(1 - x_1)(1 - x_2)}$

We observe that the algorithm is well defined (and dummy vertices are never matched). Indeed, the fractional solution guarantees that $\Delta x_i \in [0, 1 - x_i]$, so $\frac{\Delta x_i}{1 - x_i} \in [0, 1]$ and $\frac{1 - x_1 - \Delta x_1}{(1 - x_1)(1 - x_2)} \geq 0$. On the other hand, since $\Delta x_1 + \Delta x_2 = 1 - x_1x_2$, we have in Line 11 that $\frac{1 - x_2 - \Delta x_2}{(1 - x_1)(1 - x_2)} + \frac{1 - x_1 - \Delta x_1}{(1 - x_1)(1 - x_2)} = 1$. The final equality also implies that 1, 2 cannot both be free after time $t$, i.e., $\Pr[F_{\{1,2\},t+1}] = 0$.

We now turn to proving the key lemma in the analysis of Algorithm 1, namely, that this algorithm maintains the above desired invariants.

Lemma 3.4. Algorithm 1 preserves invariants (2) and (3).

**Proof.** We prove both invariants in tandem, by induction on $t$. Both invariants clearly hold for $t = 1$. Assume the invariants hold for time $t \geq 1$. We prove that this implies the same for time $t + 1$. For simplicity, we use the shorthand $x_i := x_i^{(t)}$ and $x'_i := x_i^{(t+1)} = x_i + \Delta x_i$, where $\Delta x_i := x_{i,t}$.

**Proof of Invariant (2):** We prove that $\Pr[(i, t) \in M] = x_{i,t}$ for each edge $(i, t) \in E$, which implies Invariant (2) by linearity of expectation. We prove the claim for $i = 1$ (the proof for $i = 2$ is symmetric). If $\{1, 2\}$ are negative, then, by the inductive hypothesis,

$$\Pr[(1, t) \in M] = \Pr[F_{1,t}, F_{2,t}] \cdot \frac{\Delta x_1}{1 - x_1} = \Pr[F_{1,t}] \cdot \frac{\Delta x_1}{1 - x_1} = \Delta x_1.$$  

If $\{1, 2\}$ are independent, then by the inductive hypothesis, $\Pr[F_{1,t}, F_{2,t}] = (1 - x_1)(1 - x_2)$ and $\Pr[F_{1,t}, \overline{F_{2,t}}] = (1 - x_1)x_2 = x_2 - x_1x_2$. Consequently, since $\Delta x_1 + \Delta x_2 = 1 - x_1x_2$, we have

$$\Pr[(1, t) \in M] = \Pr[F_{1,t}, F_{2,t}] + \Pr[F_{1,t}, \overline{F_{2,t}}] \cdot \frac{1 - x_2 - \Delta x_2}{(1 - x_1)(1 - x_2)} = x_2 - x_1x_2 + 1 - x_2 - \Delta x_2 = \Delta x_1.$$  

**Proof of Invariant (3).** By Observation 3.1 a set $I$ that ever becomes negative stays negative. Therefore, we only need to consider the case that $I$ (before the current step) is independent, i.e., $\Pr[F_{I,t}] = \prod_{i \in I}(1 - x_i)$. We prove that before the arrival of node $t + 1$, we have

$$\Pr[F_{I,t+1}] \in \left\{0, \prod_{i \in I}(1 - x'_i)\right\}.$$  

The case $\{1, 2\} \cap I = \emptyset$: Then $F_{i,t} = F_{i,t+1}$ and $x_i = x'_i$ for each $i \in I$, and so trivially

$$\Pr[F_{I,t+1}] = \Pr[F_{I,t}] = \prod_{i \in I}(1 - x_i) = \prod_{i \in I}(1 - x'_i).$$
The case \( \{1,2\} \subseteq I \): As observed above, after time \( t \) at least one of \( 1,2 \) must be matched, i.e., \( \Pr[F_{\{1,2\},t+1}] = 0 \). Consequently, \( \Pr[F_{t,t+1}] \leq \Pr[F_{\{1,2\},t+1}] = 0 \).

The case \( 1 \in I \) and \( 2 \not\in I \) (the opposite case is symmetric): Let \( E_1 \) be the event that \( 1 \) is not matched to \( t \). There are two sub-cases to consider.

\( \{1,2\} \) are negative. By Observation 3.2, \( I \cup \{2\} \) is also negative, and so by independence of \( I \),

\[
\Pr[F_{2,t},F_{I,t}] = \Pr[F_{I,t}] - \Pr[F_{2,t},F_{I,t}] = \Pr[F_{I,t}] = \prod_{i \in I} (1 - x_i).
\]

Consequently, since \( x_1' = x_1 + \Delta x_1 \), we have that

\[
\Pr[F_{t,t+1}] = \Pr[E_1 \mid F_{1,t},F_{2,t}] \cdot \Pr[F_{2,t},F_{I,t}] + \Pr[E_1 \mid F_{1,t},F_{I,t}] \\
= 0 + \left( 1 - \frac{\Delta x_1}{1 - x_1} \right) \cdot \prod_{i \in I} (1 - x_i) = \prod_{i \in I} (1 - x_i').
\]

\( \{1,2\} \) is independent: If \( I \cup \{2\} \) are also independent, then \( \Pr[F_{2,t},F_{I,t}] = \prod_{i \in I \cup \{2\}} (1 - x_i) \).

Therefore, since \( \Pr[E_1 \mid F_{1,t},F_{2,t}] = \frac{1-x_1-\Delta x_1}{(1-x_1)(1-x_2)} \), and again using \( x_1' = x_1 + \Delta x_1 \), we have that

\[
\Pr[F_{t,t+1}] = \Pr[E_1 \mid F_{1,t},F_{2,t}] \cdot \Pr[F_{2,t},F_{I,t}] + \Pr[E_1 \mid F_{1,t},F_{I,t}] \cdot \Pr[F_{2,t},F_{I,t}] \\
= \frac{1-x_1-\Delta x_1}{(1-x_1)(1-x_2)} \cdot (1-x_2) \cdot \prod_{i \in I} (1 - x_i) + 0 = \prod_{i \in I} (1 - x_i').
\]

Finally, we address the case that \( \{1,2\} \) is independent and \( I \cup \{2\} \) is negative. In this case, either \( 2 \) is not matched before time \( t \), and some node in \( I \) must be matched, or \( 2 \) is matched before time \( t \) and the algorithm matches \( 1 \) in Line 9. Put otherwise, we have that \( I \) becomes negative, as

\[
\Pr[F_{t,t+1}] = \Pr[E_1 \mid F_{1,t},F_{2,t}] \cdot \Pr[F_{2,t},F_{I,t}] + \Pr[E_1 \mid F_{1,t},F_{I,t}] \cdot \Pr[F_{2,t},F_{I,t}] = 0. \quad \Box
\]

By Invariant (2) and linearity of expectation, we have that \( \Pr[(i,t) \in M] = x_{i,t} \) for each edge \((i,t)\). That is, we obtain our main technical result: an online lossless rounding scheme for two-choice independently-maximal fractional algorithms.

### 3.2 Extensions and Refinements

**An Efficient Implementation.** Algorithm 1 requires knowledge of whether or not pairs \( \{1,2\} \) are negative at time \( t \). That is, it must distinguish between \( \Pr[F_{\{1,2\},t}] = 0 \) and \( \Pr[F_{\{1,2\},t}] = \Pr[F_{1,t}] \cdot \Pr[F_{2,t}] \). This can be easily done in exponential time by maintaining the entire probability space. In Appendix D we give a polytime implementation. At the core of this efficient implementation is the (perhaps surprising) observation that the strong invariants of this algorithm allow us to implement it efficiently by explicitly keeping track only of pairwise correlations.

**Lemma 3.5.** Algorithm 1 can be implemented in \( O(n) \) time per online node arrival.

**Generalization to Non-Maximal Algorithms.** Algorithm 1 requires a maximal sound fractional matching algorithm as its input. The assumption of maximality, while sufficient for some of our applications, limits this rounding algorithm’s applicability. Indeed, our semi-OCSes require us to round non-maximal fractional matchings. In Appendix E we show how to generalize Algorithm 1 to non-maximal inputs, significantly extending its applicability.
4 Online Roundable Fractional Matching Algorithms

In this section we present competitive maximal sound two-choice fractional algorithms. We focus on the unweighted problem, deferring discussion of our vertex-weighted algorithms to Appendix G.

4.1 The Bounded Water-Level Algorithm

In this section we design a two-choice maximally-independent fractional algorithm for unweighted matching. The algorithm simply picks the two offline vertices with smallest fractional degree. It then applies “water level” on these two vertices (i.e., it raises the fractional degree of the neighbors of lowest degree among the pair) until it is maximally independent (i.e., until \(1\) holds with equality). The formal description appears as Algorithm 2

**Algorithm 2 Restricted Water Level**

1: initially, set \(\vec{x} \leftarrow 0\).
2: for arrival of online node \(t\) do
3: if \(t\) has less than two neighbors then
4: add two dummy neighbors \(i\) with \(x_i^{(t)} = 1\) \(\triangleright\) used to simplify notation
5: let \(0 \leq x_1^{(t)} \leq x_2^{(t)} \leq \cdots \leq x_k^{(t)} \leq 1\) be the fractional degrees of neighbors of \(t\)
6: Let \(x_f = \frac{x_1^{(t)} + x_2^{(t)} + (1 - x_1^{(t)}) \cdot x_2^{(t)}}{2}\). Set \(x_{1,t} \leftarrow x_f - x_1^{(t)}, x_{2,t} \leftarrow x_f - x_2^{(t)}\)

First, we note that Algorithm 2 is well-defined, as it outputs a feasible fractional matching.

**Observation 4.1.** Algorithm 2 outputs a sound two-choice fractional matching \(\vec{x}\), with \(x_{i,t} = 0\) for all dummy nodes \(i\) and online nodes \(t\).

**Proof.** We show by induction on \(t\) that \(\vec{x}\) satisfies the fractional matching constraints for all nodes. We thus assume that for all offline nodes \(x_i^{(t)} \in [0,1]\). First,

\[
\frac{x_1^{(t)}}{2} + \frac{(1 - x_2^{(t)}) \cdot (1 + x_1^{(t)})}{2} = \frac{x_1^{(t)} + x_2^{(t)} + 1 - x_1^{(t)} \cdot x_2^{(t)}}{2} = 1 - \frac{(1 - x_1^{(t)}) \cdot (1 - x_2^{(t)})}{2} \leq 1,
\]

meaning that \(x_1^{(t)} \leq x_2^{(t)} \leq x_f \leq 1\). This proves that for all \(i\), \(x_i^{(t)} \leq x_i^{(t+1)} \leq 1\) (and \(x_{i,t} \geq 0\)). In particular, if \(x_2^{(t)} = 1\) then \(x_f = 1\) and so we do not increase dummy vertices. Finally,

\[x_{1,t} + x_{2,t} = 2x_f - (x_1^{(t)} + x_2^{(t)}) = 1 - x_1^{(t)} \cdot x_2^{(t)} \leq 1.\]

We now turn to analyzing the competitive ratio of this algorithm. We prove the following:

**Lemma 4.2.** Let \(g : [0,1] \rightarrow [0,1]\) be a twice differentiable function that is increasing, convex and bijective in \([0,1]\) (and so, in particular, satisfies \(g(0) = 0\) and \(g(1) = 1\)). Then, Algorithm 2 is \(\frac{\alpha_g}{\alpha_g}\) competitive, where

\[
\alpha_g := \min_{x \in [0,1]} \frac{1 - x^2}{1 - 3g(x) + 2g\left(x + \frac{1 - x^2}{2}\right)}. \tag{4}
\]
We first prove the following claim.

**Claim 4.3.** Let \( g : [0, 1] \to [0, 1] \) be a twice differentiable function that is monotone increasing, convex and bijective in \([0, 1]\). Then, for any \( x \in [0, 1] \), we have

\[
g'(x) \leq g'(1) \leq \frac{1}{\alpha_g}.
\]

**Proof.** The first inequality follows from \( f \) being convex and twice differentiable. For the second inequality, we note that the RHS can be written as

\[
\alpha_g = \max_{x \in [0,1]} \frac{1 - 3g(x) + 2g\left(x + \frac{1-x^2}{2}\right)}{1 - x^2} = \max_{x \in [0,1]} \left(1 - g(x) + \frac{g\left(x + \frac{1-x^2}{2}\right) - g(x)}{1 - \frac{x^2}{2}}\right) \\
\geq \max_{x \in [0,1]} \frac{g\left(x + \frac{1-x^2}{2}\right) - g(x)}{1 - \frac{x^2}{2}} \\
\geq g'(1),
\]

where the first inequality follows from \( 1 - g(x) \geq 0 \) for \( x \in [0, 1] \) and so \( \frac{1-g(x)}{1-x^2} \geq 0 \), while the second inequality follows by considering \( x \to 1 \) and applying L’Hospital’s rule. \(\square\)

We next prove that Algorithm 2 is \( \alpha_g \)-competitive.

**Proof of Lemma 4.2.** The proof relies on dual fitting. Let \( g \) be a function that satisfies the conditions of the lemma. We use the function \( g(\cdot) \) to assign dual values to offline node with fractional degree \( x_i \). When an online node \( t \) arrives, we denote by \( 0 \leq x_1 \leq x_2 \leq \cdots \leq x_k \leq 1 \) the fractional degrees of its neighbors (including dummy neighbors). Algorithm 2 increases the fractional degree of neighbors \( i = \{1, 2\} \) of \( t \) to \( x_f := \frac{x_1 + x_2 + 1-x_1 x_2}{2} = \hat{x} + \frac{1-x_1 x_2}{2} \), where \( \hat{x} := \frac{x_1 + x_2}{2} \). (Note that this is indeed an increase, as by Observation 4.1, for \( i = 1, 2 \), we have \( x_f - x_i = x_{i,t} \geq 0 \), and so \( x_f \geq x_i \).) We set the dual of the online node at time \( y_t \) to \( 1 - g(x_2) \), while maintaining the invariant that each offline node \( i \) with fractional degree \( x_i \) has dual value \( y_i = g(x_i) \). This satisfies the dual constraint for each edges \((i, t)\), due to the monotonicity of \( y_i \), implying \( 1 - g(x_2) + g(x_i) \geq 1 \) for all \( x_i \geq x_2 \), and due to the final fractional degree of 1 and 2 satisfying \( x_f \geq x_2 \).

We show that the primal gain is at least \( \alpha_g \) times the dual cost, which implies the lemma, by weak duality. Let \( \hat{x}_f = \hat{x} + \frac{1-\hat{x}^2}{2} \). By the AM-GM inequality we have:

\[
\hat{x}_f = \hat{x} + \frac{1-\hat{x}^2}{2} \leq \hat{x} + \frac{1-x_1 x_2}{2} = x_f.
\]

We now show that the dual and primal changes satisfy \( \Delta D - \frac{1}{\alpha_g} \cdot \Delta P \leq 0 \). Indeed,

\[
\Delta D = 1 - g(x_2) + (g(x_f) - g(x_1)) + (g(x_f) - g(x_2)) - \frac{1}{\alpha_g} \cdot 2(x_f - \hat{x}) \\
\leq 1 - g(\hat{x}) + 2g(x_f) - 2g(\hat{x}) - \frac{1}{\alpha_g} \cdot 2(x_f - \hat{x}) \tag{5}
\]

\[
\leq 1 - g(\hat{x}) + 2g(\hat{x}) - 2g(\hat{x}) - \frac{1}{\alpha_g} \cdot 2(\hat{x}_f - \hat{x}) \tag{6}
\]

\[
\leq \max_{x \in [0,1]} \left\{ 1 - 3g(x) + 2g\left(x + \frac{1-x^2}{2}\right) - \frac{1}{\alpha_g} \cdot (1 - x^2) \right\} = 0.
\]
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Inequality (5) follows by convexity of \( y \) implying \( 2g(\hat{x}) \leq g(x_1) + g(x_2) \), and \( x_2 \geq \hat{x} \) together with \( y \) being monotone increasing. Inequality (6) follows from \( \hat{x}_j \leq x_j \) and the function \( g(x) - \frac{1}{\alpha_g} \cdot x \) being monotone decreasing in \( x \), as \( g'(x) - \frac{1}{\alpha_g} \leq 0 \) for all \( x \in [0, 1] \), by Claim 4.3. The final equality follows by the definition of \( \alpha_g \).

Finally, we prove the upper and lower bounds on the competitive ratio of the algorithm.

**Theorem 4.4.** Algorithm 3 is \( \alpha \)-competitive, where \( \alpha \) is at least 0.532 and at most \( \approx 0.536 \).

**Proof.** For the lower bound we note that the function \( g(x) := \frac{a^x - 1}{a - 1} \) for \( a = 1.6 \) satisfies the conditions of Lemma 4.2 and achieves a value of \( \alpha_g \approx 0.532 \). For the upper bound we design a bad example that shows that the competitive ratio of the algorithm is at most \( \sum_{i \geq 0} \frac{1}{3} \cdot \left( \frac{2}{3} \right)^i \cdot \left( 1 - 2^{-2^i + 1} \right) \approx 0.536 \).

The bad example consists of a bipartite graph with \( n = 3^k \) nodes on either side, with a perfect matching. The online nodes arrive in rounds, as follows. At the beginning of round \( i < k \), a subset of the offline nodes is active, and they all have the same fractional degree. The online nodes of a round each have three distinct neighbors among the active offline nodes. In every such three-tuple of offline nodes (neighboring a common online node in round \( i \)), one node is not matched at all. This node is chosen to be de-activated. A simple proof by induction shows that the number of active offline nodes in round \( i = 0, 1, 2, \ldots, k - 1 \) is \( \left( \frac{2}{3} \right)^i \cdot n \), while the fractional degree of active nodes in round \( i \) is \( 1 - 2^{-2^i + 1} \). Therefore, the nodes which are de-activated in round \( i \) only accrue a gain of \( 1 - 2^{-2^i + 1} \). As these de-activated nodes in round \( i \) are a third of the active nodes in this round, we find that the total gain of the algorithm from nodes de-activated in round \( i \) is \( \frac{1}{3} \cdot \left( \frac{2}{3} \right)^i \cdot n \cdot \left( 1 - 2^{-2^i + 1} \right) \).

Finally, in the last round, each of the \( \left( \frac{2}{3} \right)^k \cdot n = 2^k = o(n) \) active nodes has one distinct online neighbor, and so each of these offline nodes gets a gain of one. The nodes of this last round guarantee the existence of a perfect matching in \( G \), consisting of the edges of the last round, together with an edge between every online node \( t \) and its offline neighbor de-activated in the round \( t \) arrived in. We conclude that the algorithm’s competitive ratio is at most

\[
\inf_k \sum_{i=0}^k \frac{1}{3} \cdot \left( \frac{2}{3} \right)^i \cdot \left( 1 - 2^{-2^i + 1} \right) + \frac{2^k}{3^k} \approx 0.536 \quad \square
\]

**Remark 4.5.** We note that numerical approximations show that our upper bound of 0.5363 is tight.

### 4.2 The \( k \)-Level Unweighted Algorithm

In this section we design a fractional \( k \)-level algorithm for the unweighted matching problem. The algorithm uses levels \( z_0 = 0 < z_1 < z_2 < \ldots < z_k < 1 \), where \( z_i = z_{i-1} + \frac{1-z_{i-1}^2}{2} = \frac{(1-z_{i-1})^2}{2} \). Solving the recursion yields \( z_i := 1 - 2^{-2^i + 1} \). Our algorithm’s pseudocode is given by Algorithm 3.

The following observation shows that Algorithm 3 indeed satisfies Definitions C.1 and C.2, and so can be rounded with less randomness.

**Observation 4.6.** Algorithm 3 is a \( k \)-level independent maximal and \( 2^k \)-bit precise.

**Proof.** It is easy to verify that the steps of the algorithm satisfy the \( k \)-level requirements in Definition C.2. Also, since \( z_i = z_{i-1} + z_{i-1}^2 \), it is easy to see that the algorithm is maximal independent. Finally, we need to prove that the algorithm is \( b \)-bit precise (satisfies Definition C.1). We should prove that at any time \( t \):

\[
\left\{ \frac{x_{i,t}}{1-x_i^{(t)}}, \frac{1-x_i^{(t)}-x_{i,t}}{1-x_1^{(t)}(1-x_2)} \right\} \in \left\{ \frac{a}{2^k} \mid a \in \{0, 1, \ldots, 2^k\} \right\}.
\]
Thus, Case 2 (Proof. The analysis is via a dual fitting argument. Let Case 1 (Thus, four cases, proving that in each one the ratio between the values of the primal and dual changes is at most $1 + \frac{17}{19}$. This concludes the proof.

Case 1 ($x_1 = 0, x_2 = 0$): $x_1 = x_2 \leftarrow \frac{1}{2}$. The value of the online node can be set to $1 - y(0) = 1$. Thus,

$$\frac{\Delta D}{\Delta P} = \frac{1 + y_1 + y_1}{1} = 1 + \frac{17}{19}.$$  

Case 2 ($x_1 = \frac{1}{2}, x_2 = \frac{1}{2}$): $x_1 = x_2 \leftarrow \frac{7}{8}$. The value of the online node can be set to $\min\{1 - y_1\}$. Thus,

$$\frac{\Delta D}{\Delta P} = \frac{1 - y_1 + 2(y_2 - y_1)}{2 \cdot \frac{3}{8}} = 1 + \frac{17}{19}.$$  

4.2.1 Warm-up: Analysis of the 2-level Algorithm

As a warm-up, we analyze the algorithm when $k = 2$. In this case the algorithm uses only two levels: $z_1 = \frac{1}{3}, z_2 = \frac{7}{8}$. The algorithm has the following 4 cases:

- $x_1^{(t)} = x_2^{(t)} = 0$: set $x_1^{(t+1)} = x_2^{(t+1)} \leftarrow \frac{1}{2}$.
- $x_1^{(t)} = x_2^{(t)} = \frac{1}{2}$: set $x_1^{(t+1)} = x_2^{(t+1)} \leftarrow \frac{7}{8}$.
- $x_1^{(t)} = x_2^{(t)} = \frac{7}{8}$: set $x_1^{(t+1)} \leftarrow 1$.
- $x_1^{(t)} < x_2^{(t)}$: set $x_1^{(t+1)} \leftarrow 1$.

Theorem 4.7. The fractional 2-level algorithm is $1/2 + 1/36 \approx 0.527$-competitive.

Proof. The analysis is via a dual fitting argument. Let $\{1, 2\}$ be the two vertices that were increased, and for simplicity we denote by $x_1, x_2$ their fractional degree at time $t$. We use the following (optimized) values for the dual nodes: $y_1 = y(\frac{1}{2}) = 17/38, y_2 = y(\frac{7}{8}) = 67/76$. These are the values of the offline nodes at the corresponding levels. To guarantee that the dual solution is feasible, we set the dual value of node $t$ to $1 - y(x_2)$. This satisfies the dual constraints of all edges $(i, t)$, and as the dual values are only increasing the dual constraints remain satisfied. We next analyze the four cases, proving that in each one the ratio between the values of the primal and dual changes is at most $1 + \frac{17}{19}$. This concludes the proof.

Case 1 ($x_1 = 0, x_2 = 0$): $x_1 = x_2 \leftarrow \frac{1}{2}$. The value of the online node can be set to $1 - y(0) = 1$. Thus,

$$\frac{\Delta D}{\Delta P} = \frac{1 + y_1 + y_1}{1} = 1 + \frac{17}{19}.$$  

Case 2 ($x_1 = \frac{1}{2}, x_2 = \frac{1}{2}$): $x_1 = x_2 \leftarrow \frac{7}{8}$. The value of the online node can be set to $\min\{1 - y_1\}$. Thus,

$$\frac{\Delta D}{\Delta P} = \frac{1 - y_1 + 2(y_2 - y_1)}{2 \cdot \frac{3}{8}} = 1 + \frac{17}{19}.$$  

Algorithm 3 The $k$-Level Algorithm

1: initially, set $\vec{x} \leftarrow 0$
2: for arrival of online node $t$ do
3: if $t$ has less than two neighbors then
4: add two dummy neighbors $i$ with $x_i^{(t)} = 1$ \hspace{1cm} \triangleright used to simplify notation
5: let $0 \leq x_1^{(t)} \leq x_2^{(t)} \leq \cdots \leq x_k^{(t)} \leq 1$ be the fractional degrees of neighbors of $t$
6: if $x_1^{(t)} < x_2^{(t)}$ or $x_1^{(t)} = z_k$ then
7: set $x_1^{(t+1)} \leftarrow 1$ \hspace{1cm} \triangleright $x_{1,t} \leftarrow 1 - x_1^{(t)}$
8: else if $x_1^{(t)} = x_2^{(t)} = z_i < z_k$ then
9: set $x_1^{(t+1)} = x_2^{(t+1)} \leftarrow z_{i+1}$ \hspace{1cm} \triangleright $x_{1,t} = x_{2,t} \leftarrow z_{i+1} - z_i$
Case 3 \((x_1 = \frac{7}{8}, x_2 = \frac{7}{8})\): We set \(x_1 \leftarrow 1\) and we can set the value of the online node to \(1 - y_2\). Thus,
\[
\Delta D = \frac{1 - y_2 + 1 - y_2}{\frac{1}{5}} = 1 + \frac{17}{19}.
\]

Case 4 \((x_1 < x_2)\): We set \(x_1 \leftarrow 1\) and the value of the online node can be set to \(1 - y(x_2)\). There are several possible cases here (some are easily dominated by others in terms of competitiveness). \((x_1, x_2) \in \{(0, \frac{1}{2}), (0, \frac{1}{8}), (0, 1), (\frac{1}{2}, \frac{7}{8}), (\frac{1}{2}, 1), (\frac{7}{8}, 1)\}\). The worst ratio is obtained when \(x_1 = 0, x_2 = \frac{1}{2}\). Thus,
\[
\Delta D = \frac{1 - y(x_2) + 1 - y(x_1)}{1 - x_1} \leq \frac{1 - y_1 + 1}{1} = 1 + \frac{21}{38}.
\]

4.2.2 Analysis of the \(k\)-level Algorithm

In this section we give a general analysis of the \(k\)-level algorithm. We prove the following Lemma.

**Lemma 4.8.** Let \(g : [0, 1] \to [0, 1]\) be a twice differentiable function that is monotone increasing, convex and bijective in \([0, 1]\) (and so, in particular, satisfy \(g(0) = 0\) and \(g(1) = 1\)). Then, Algorithm \(\alpha\) is \((\alpha_g - O(2^{-2k}))\)-competitive, where
\[
\alpha_g := \min_{x \in [0, 1]} \left\{ \frac{1 - x^2}{1 - 3g(x) + 2g(x + \frac{1 - x^2}{2})}, \frac{1 - x}{2 - g(x) - g(x + \frac{1 - x^2}{2})} \right\}.
\]

**Proof.** The proof relies on dual fitting. Let \(g\) be a function that satisfies the conditions of the lemma. We use the function \(g(\cdot)\) to assign dual values to offline node with fractional degree \(x_i\). We assign a dual value \(y_i = g(x_i)\). For any online node \(t\) whose neighbors’ fractional degrees at time \(t\) are \(x_1^{(t)} \leq x_2^{(t)} \leq \ldots\), we set \(y_t = 1 - g(x_2^{(t)})\). This dual solution is trivially feasible. Now, consider \(\Delta P\) and \(\Delta D\) following an online node’s arrival. We will show that \(\Delta P/\Delta D\) is at least \(\alpha_g\) for all arrivals except for a small fraction of arrivals, when weighted by their contribution to \(P\). This will prove the competitive ratio. There are three cases to consider. **Case 1:** \(x_1^{(t)} = x_2^{(t)} = z_m < z_k\). In this case we have that the primal gain and dual change are
\[
\Delta P = 1 - z_m^2, \\
\Delta D = 2(g(z_{m+1}) - g(z_m)) + 1 - g(z_m).
\]
By the definition of \(\alpha_g\), and since \(z_{m+1} = z_m + \frac{(1-z_m)^2}{2}\), we have
\[
\Delta P/\Delta D = \frac{1 - z_m^2}{1 - 3g(z_m) + 2g(z_m + \frac{1 - z_m^2}{2})} \geq \min_{x \in [0, 1]} \frac{1 - x^2}{1 - 3g(x) + 2g(x + \frac{1 - x^2}{2})} \geq \alpha_g.
\]

**Case 2:** \(x_1^{(t)} = z_m < x_2^{(t)} < 1\), with \(m < k\). In this case we have that the primal gain and dual cost are
\[
\Delta P = 1 - z_m, \\
\Delta D \leq 1 - g(z_m) + 1 - g(z_{m+1}) = 2 - g(z_m) - g(z_{m+1}) = 2 - g(z_m) - g(z_m + \frac{1 - z_m^2}{2}).
\]

\[
\Delta P = 1 - z_m, \\
\Delta D \leq 1 - g(z_m) + 1 - g(z_{m+1}) = 2 - g(z_m) - g(z_{m+1}) = 2 - g(z_m) - g(z_m + \frac{1 - z_m^2}{2}).
\]
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By the definition of $\alpha_g$,
\[
\frac{\Delta P}{\Delta D} = \frac{1 - zm}{2 - g(zm) - g(zm + \frac{1-z^2}{2})} \geq \min_{x \in [0,1]} \frac{1-x}{2 - g(x) - g(x + \frac{1-x^2}{2})} \geq \alpha_g.
\]

Case 3: $x_1^{(t)} = z_k$. In this case we have that the primal gain and dual change are
\[
\Delta P = 1 - z_k,
\Delta D = 1 - g(z_k) + 1 - g(z_k) = 2 - 2g(z_k).
\]

Every time we get to case 3 the fraction of a new offline node becomes 1. Hence the total dual cost in all these steps, $D'$, is at most $2(1 - g(z_k))P$, where $P$ is the final primal solution.

Summing up over all steps, we get that:
\[
P \geq \alpha_g \cdot (D - D') = \alpha_g \cdot (D - 2(1 - g(z_k))P) \geq \alpha_g \cdot \left( D - \frac{2(1 - z_k)}{\alpha_g} P \right) = \alpha_g \cdot D - 2(1 - z_k)P,
\]
where the last inequality follows since by Claim 4.3 for each $g \in F$, we have $\frac{1-g(z_k)}{1-z_k} = g'(\hat{x}) \leq g'(1) \leq \frac{1}{\alpha_g}$, where $0 < \hat{x} < 1$. Overall, we get $P \geq \frac{\alpha_g}{1+2(1-z_k)} D = \frac{\alpha_g}{1+2^{-2^{k+2}}} D = \left( \alpha_g - O(2^{-2^k}) \right) D$.

The proof of the competitive ratio of the $k$-level algorithm follows the same argument as Theorem 4.4. In particular, the same function $g$ can be used to show the competitive ratio, and the adversarial sequence that shows the upper bound is the same.

**Theorem 4.9.** Algorithm $\mathcal{A}$ is \( (\alpha_g - O(2^{-2^k})) \)-competitive with $\alpha_g \in [0.532, 0.536]$.  

5 Conclusion and Open Questions

We give renewed impetus for the study of online rounding for online bipartite matching problems. Indeed, we observe that online rounding can (in principle) yield any competitive ratio achievable for these (and indeed, for any) online problems. As we show, making this approach constructive may require adding additional constraints, similarly to the addition of constraints to polytopes in offline settings to decrease their integrality gap. Our qualitative result is a set of new constraints which we prove are sufficient to round two-choice fractional matching algorithms. Echoing recent results in the area, our obtained two-choice randomized algorithms allow us to break the barrier of $\frac{1}{2}$ (\cite{17, 30, 38}), in the context of randomness and advice complexity. We further show that this lossless online rounding approach yields simple optimal Semi-OCSes.

Our applications suggest some natural questions: What is the highest competitive ratio achievable using $(1 + o(1)) \log \log n$ random/advice bits? What other online correlated selection algorithms can one construct and use? One other question implied by our work stands out: What conditions allow for lossless roundability of multiple-choice algorithms? An answer to this question requires a deeper understanding of the space of randomized algorithms and constraints on their induced marginals. We see this work as a first step in this direction.

**Acknowledgements.** We thank Amin Saberi for useful discussions.
Appendix

A Impossibility of Lossless Online Rounding

In this short section we briefly present an example demonstrating the impossibility of online lossless rounding. This example can be seen as a prefix of the example discussed in Devanur et al. [23] when discussing the impossibility of lossless online rounding, which is itself a special case of the lower bound of Cohen and Wajc [21].

Example 1. We consider a bipartite graph with simple a two-choice fractional matching assigning values $x_{i,t} \leftarrow \frac{1}{2}$ to all edges $(i, t) \in E$, and show that this matching cannot be rounded losslessly. The first two online vertices neighbor offline vertex sets $\{1, 2\}$ and $\{3, 4\}$, respectively. A lossless online rounding scheme must match each edge $(i, t)$ with probability $x_{i,t} = \frac{1}{2}$, would match both offline vertices with probability one. Consequently, both these online vertices are matched with probability one. A simple averaging argument shows that for some pair $(i, j) \in \{1, 2\} \times \{3, 4\}$, the probability that they are both matched after these two online vertices arrive is at least $\frac{1}{4}$. Next, if another online vertex arrives that has these two vertices as neighbors, it can be matched with probability at most $\frac{3}{4}$, or strictly less than the fractional solution, which matches it to an extent of one. That is, this two-choice fractional matching cannot be rounded losslessly.

Remark. We note that the fractional solution in the above algorithm is obtained by the optimal fractional algorithm BALANCE [39]. Therefore, this optimal fractional algorithm is not induced by any randomized algorithm, and consequently is not losslessly roundable online.

B Rounding, and an FKG-like Inequality

In this section we show how to round losslessly two-choice sound fractional solutions online, proving Theorem 1.2. In Appendix B.1 and Appendix B.2 we present the lossless rounding algorithm, and prove its properties. In Section 3 an analysis of a special case of our algorithm for maximal 2-choice sound algorithms, which, while less general, has the advantage of being simpler to describe, having stronger negative correlation properties, and allowing for a polytime implementation. In Appendix C we then prove that this algorithm can be implemented with $o(1/n^2)$ additive loss per edge using $(1 + o(1)) \log \log n$ bits of randomness.

B.1 The Algorithm and its Invariants

In this section we design our lossless rounding algorithm. We are given a 2-choice fractional algorithm that satisfies property (1) meaning that for any online node $t$, $\sum_{i \in P_t} x_{i,t} \leq 1 - \prod_{i \in P_t} x_{i,t}^{(t)}$. Let $F_{i,t}$ be the event that offline node $i$ is free (unmatched in $M$) by time $t$, and let $F_{I,t} := \bigwedge_{i \in I} F_{i,t}$ be the event that all nodes in $I \subseteq [n]$ are free by time $t$. Our online rounding algorithm maintains the following two invariants for any time $t$.

\[
\Pr[(i, t) \in M] = x_{i,t} \quad \forall (i, t) \in E \quad (8)
\]

\[
\Pr[F_{i,t} | F_{K,i}] \leq \Pr[F_{i,t} | F_{J,t}] \quad \forall t, \forall i \in [n], \forall J \subseteq K \subseteq [n] \setminus \{i\} \text{ s.t. } \Pr[F_{K,i}] > 0 \quad (9)
\]

The first condition is precisely losslessness, while the second monotonicity property is precisely log-submodularity of the function $f(I) := \Pr[F_{I,t}]$.

\[
\log \Pr[F_{K+i,t}] - \log \Pr[F_{K,i}] \leq \log \Pr[F_{J+i,t}] - \log \Pr[F_{J,t}].
\]
Equivalently, this is a (reverse) FKG-like lattice condition [29],
\[ \Pr[F_{A\cap B,t}] \cdot \Pr[F_{A\cup B,t}] \leq \Pr[F_{A,t}] \cdot \Pr[F_{B,t}] . \]

Invariant \(^9\) implies negative pairwise correlation between the \( F_{i,t} \) variables, i.e., \( \Pr[F_{i,t}, F_{j,t}] \leq \Pr[F_{i,t}] \cdot \Pr[F_{j,t}] \) for all \( i \neq j \), and hence between these variables’ complements, \( M_{i,t} := 1 - F_{i,t} \), i.e., \( \Pr[M_{i,t}, M_{j,t}] \leq \Pr[M_{i,t}] \cdot \Pr[M_{j,t}] \). Therefore, combining Condition \(^1\) with Invariants \(^8\) and \(^9\) we obtain the following bound on the probability of any online node \( t \) being matched.

\[
\Pr[t \text{ matched}] \leq 1 - \sum_{i \in P_t} x_{i,t} \left( 1 - \prod_{i' \in P_t} x_{i',t} \prod_{i' \in P_t} \Pr[M_{i,t}] \right) \cdot \Pr\left( \bigwedge_{i \in P_t} M_{i,t} \right).
\]

The conclusion of this chain of inequalities, whereby \( \Pr[t \text{ matched}] \leq 1 - \Pr[\bigwedge_{i \in P_t} M_{i,t}] = 1 - \Pr[\text{all nodes in } P_t \text{ matched before time } t] \), is a trivial necessary condition for any randomized matching algorithm. We show that the conditions we impose on our fractional solution, together with the invariants we maintain, allow us to inductively maintain these properties, while outputting a randomized matching, online.

We next describe formally the algorithm. Assume without loss of generality that online node \( t \) increases two neighbors: 1, 2. Let \( x_1 := x_1(t), x_2 := x_2(t) \) be their fractional values, and \( \Delta x_1 := x_{1,t}, \Delta x_2 := x_{2,t} \) be their change. By the properties of the fractional algorithm we are guaranteed that we have that \( \Delta x_1 + \Delta x_2 \leq 1 - x_1 x_2 \). Our pseudocode is given in Algorithm \(^4\).

**Algorithm 4** Online Lossless Rounding

1: for arrival of online node \( t \) do
2: \hspace{1em} if \( t \) has less than two neighbors then
3: \hspace{2em} add two dummy neighbors \( i \) with \( \Delta x_i = 0 \) and \( x_i = 1 \) \( \triangleright \) used to simplify notation
4: \hspace{2em} let \( P_t := \{1, 2\} \) be the two neighbors of \( t \) of highest \( \Delta x_i := x_{i,t} \), and let \( x_i := x_{i,t} \)
5: \hspace{2em} let \( p_{12} := \Pr[F_{\{1,2\},t}] \) \( \triangleright \) assuming \( p_{12} \) is known
6: \hspace{2em} let \( a_1, a_2, b_1, b_2 \) be solutions to Program \( [\text{Prob-Program}] \) with input \( \Delta x_1, \Delta x_2, x_1, x_2, p_{12} \)
7: \hspace{2em} if 1, 2 are both free then
8: \hspace{3em} match \( t \) to 1 with probability \( a_1 \) and to 2 with probability \( a_2 \)
9: \hspace{2em} else if a single \( i \in \{1, 2\} \) is free then
10: \hspace{3em} match \( t \) to \( i \) with probability \( b_i \)

**Probability-Setting Program**\( (\Delta x_1, \Delta x_2, x_1, x_2, p_{12}) \): (Prob-Program)

\[
\begin{align*}
\text{a_1 + a_2} & \leq 1 \quad (10) \\
\text{a_i} & \geq 0 \quad \forall i = 1, 2 \quad (11) \\
\text{b_i} & \leq 1 \quad \forall i = 1, 2 \quad (12) \\
\text{b_i} & \geq a_i \quad \forall i = 1, 2 \quad (13) \\
\text{b_i} & \geq \frac{a_i}{1 - a_{3-i}} \quad \forall i = 1, 2 \quad (14) \\
\text{a_i \cdot p_{12} + b_i \cdot (1 - x_i - p_{12})} & = \Delta x_i \quad \forall i = 1, 2 \quad (15)
\end{align*}
\]

**Remark B.1.** We note that Algorithm \( \[4\] \) is the special case of Algorithm \( \[4\] \) obtained from the solution to Program \( \{\text{Prob-Program}\} \) setting \( b_i = 1 \) and \( a_1 = \frac{1 - x_2 - \Delta x_2}{(1 - x_1)(1 - x_2)} \) and \( a_2 = \frac{1 - x_1 - \Delta x_1}{(1 - x_1)(1 - x_2)} \).

We first show that the algorithm’s steps at time \( t \) are well-defined, provided our claimed invariants hold until this time.
Lemma B.2. Assuming invariants \( \text{(8)} \) and \( \text{(9)} \) hold before time \( t \), then the algorithm’s steps at time \( t \) are well-defined. In particular, Program \( \text{(Prob-Program)} \) is solvable (efficiently). Consequently,

1. \( a_1 + a_2 \leq 1 \) and \( a_i \geq 0 \) for all \( i = 1, 2 \). (Line \( \text{(8)} \) is well-defined)

2. \( b_i \in [a_i, 1] \subseteq [0, 1] \) for all \( i = 1, 2 \). (Line \( \text{(10)} \) is well-defined)

Proof. Properties \( \text{(1)} \) and \( \text{(2)} \) follow from constraints \( \text{(10)}, \text{(11)}, \text{(12)} \) and \( \text{(13)} \) of Program \( \text{(Prob-Program)} \). It remains to prove that this program is (efficiently) solvable, which we do using the following algorithm. Initially, we set \( a_i, b_i \leftarrow \Delta x_i/(1-x_i) \) for both \( i = 1, 2 \). If \( \sum_i \Delta x_i/(1-x_i) \leq 1 \), we terminate, as this solution satisfies all the constraints of Program \( \text{(Prob-Program)} \), with the non-trivial constraints following from the fractional matching constraints implying \( \Delta x_i/(1-x_i) \in [0, 1] \). Otherwise, for \( i = 1, 2 \), we decrease \( a_i \) and increase \( b_i \) while maintaining Equation \( \text{(15)} \), until \( a_1 + a_2 = 1 \) or \( b_i = 1 \). (While we state this algorithm as a continuous algorithm, it is trivial to discretize and implement it in constant time.) We note that one of the two stopping conditions will occur. Indeed, if we set \( a_i = 0 \), then, since \( a_{3-i} \leq \Delta x_{3-i} \leq 1 \), we have that \( a_1 + a_2 \leq 1 \). We conclude that by the algorithm’s termination, constraints \( \text{(10)} \) and \( \text{(11)} \) and \( \text{(12)} \) are satisfied. Moreover, by construction (of the algorithm), the equality constraint \( \text{(15)} \) is satisfied. From this, we obtain the following.

\[
a_i \cdot \frac{p_{12}}{1-x_i} + b_i \cdot \frac{1-x_i-p_{12}}{1-x_i} = \frac{\Delta x_i}{1-x_i}. \tag{16}
\]

Now, by invariants \( \text{(8)} \) and \( \text{(9)} \), we have that \( p_{12} = Pr[F_{\{1,2\},t}] \leq Pr[F_{1,t}] \cdot Pr[F_{2,t}] = (1-x_1)(1-x_2) \). Therefore, \( p_{12} \leq (1-x_i) \) and so Equation \( \text{(16)} \) implies that \( \Delta x_i/(1-x_i) \) is a convex combination of \( a_i \) and \( b_i \). Since we initialize \( a_i, b_i \leftarrow \Delta x_i/(1-x_i) \), and decrease \( a_i \) while increasing \( b_i \), we obtain \( b_i \geq \Delta x_i/(1-x_i) \geq a_i \), implying Constraint \( \text{(13)} \). Finally, to prove Constraint \( \text{(14)} \), we show that if \( \sum_i \Delta x_i/(1-x_i) > 1 \), then \( a_1 + a_2 = 1 \), and so Constraint \( \text{(14)} \) follows from Constraint \( \text{(12)} \), since \( a_i/(1-a_{3-i}) = 1 \). Indeed, if \( a_1 + a_2 > 1 \) by the algorithm’s termination, then we must have stopped both iterations of the loop decreasing \( a_i \) and increasing \( b_i \) after reaching \( b_i = 1 \). But then, we have

\[
\Delta x_1 + \Delta x_2 = b_1 \cdot (1-x_1-p_{12}) + a_1 \cdot p_{12} + b_2 \cdot (1-x_2-p_{12}) + a_2 \cdot p_{12}.
\]

\[
= (1-x_1) + (1-x_2) + (a_1 + a_2 - 2) \cdot p_{12} \quad b_1 = b_2 = 1
\]

\[
> (1-x_1) + (1-x_2) - p_{12} \quad a_1 + a_2 > 1
\]

\[
\geq (1-x_1) + (1-x_2) - (1-x_1)(1-x_2) \quad \text{inv. \( \text{(8)} \) and \( \text{(9)} \)}
\]

\[
= 1-x_1 \cdot x_2,
\]

thus contradicting Condition \( \text{(1)} \), i.e., \( \Delta x_1 + \Delta x_2 \leq 1-x_1 \cdot x_2 \). We conclude that this algorithm terminates with a feasible solution to \( \text{(Prob-Program)} \), and thus Algorithm \( \text{(4)} \) is well-defined.

\[\square\]

### B.2 Lossless Rounding using Algorithm \( \text{(4)} \)

So far, we have proven that assuming the claimed invariants—\( \text{(8)} \) and \( \text{(9)} \)—hold prior to time \( t \), then Algorithm \( \text{(4)} \) is well defined. We now prove that if these invariants hold prior to time \( t \), then they likewise hold prior to time \( t + 1 \).

For our proof we will need the following simple corollary of Bayes’ Law.

**Observation B.3.** If \((A,B)\perp(C,D)\), (i.e., \((A,B)\) and \((C,D)\) are independent), then

\[
Pr[A \mid B, D] = Pr[A \mid B] \cdot Pr[C \mid D].
\]

The special case of \( Pr[C] = 1 \) implies that if \( D \perp (A,B) \), then \( Pr[A \mid B, D] = Pr[A \mid B] \).
**Proof.** By Bayes' Law, we have that
\[
\Pr[A, C \mid B, D] = \frac{\Pr[A, B, C, D]}{\Pr[B, D]} = \frac{\Pr[A, B] \cdot \Pr[C, D]}{\Pr[B] \cdot \Pr[D]} = \Pr[A \mid B] \cdot \Pr[C \mid D].
\]

**Lemma B.4.** Algorithm 4 satisfies Invariants (8) and (9).

*Proof.* First, we prove Invariant (8). Fix a time \( t \). By construction (of the algorithm) we trivially have \( \Pr[(i, t) \in \mathcal{M}] = 0 \) for all \( i \) with \( \Delta x_i = 0 \). Now, let \( P_t = \{1, 2\} \) be as in Line 4 and let \( i \in P_t \). Then, by our choice of \( a_i, b_i \), and Constraint (15), the probability \( i \) is matched to \( t \) is precisely
\[
\Pr[(i, t) \in \mathcal{M}] = \Pr[(i, t) \in \mathcal{M}, F_{P_t, t}] + \Pr[(i, t) \in \mathcal{M}, F_{i, t}, F_{3-i, t}]
= a_i \cdot p_{12} + b_i \cdot (p_1 - p_{12}) = \Delta x_i.
\]

We now turn to proving Invariant (9). We prove this invariant holds for all tuples \((i, J, K, t)\), by induction on \( t \). The invariant clearly holds for \( t = 1 \). Assume the invariant holds for time \( t \geq 1 \). We prove that this implies the same for time \( t + 1 \). For the inductive step, when wishing to prove Invariant (9) for the tuple \((i, J, K, t + 1)\), we may safely assume that both \( \Pr[F_{K, t}] \neq 0 \) and \( \Pr[F_{K \cup \{i\}, t}] \neq 0 \) hold. Indeed, the converse would imply that \( \Pr[F_{K \cup \{i\}, t + 1}] \leq \Pr[F_{K \cup \{i\}, t}] = 0 \), in which case Invariant (9) holds trivially for this tuple.

Let \( E_i \) denote the event that the algorithm does not match \((i, t)\) at time \( t \). We further denote by \( C_1 \sim \text{Ber}(a_1) \) and \( C_2 \sim \text{Ber}(a_2) \) the Bernoulli random variables corresponding to the probability of matching \( t \) to 1 and 2, respectively, in Line 4 if both 1 and 2 are free at time \( t \). We can imagine our algorithm tosses these (correlated) coins regardless of the event \( F_{(1,2), t} \), and only inspects these variables if the event \( F_{(1,2), t} \) occurs. We note that the random variables \( C_1 \) and \( C_2 \) are independent of all events determined by random choices made by the algorithm until time \( t \).

With this notation and these observations at hand, we now turn to proving the desired invariant holds for the tuple \((i, J, K, t + 1)\). There are five cases to consider, based on the inclusions between \( P_t = \{1, 2\} \) and \( K \cup \{i\} \), where if \( i \in \{1, 2\} \), we assume without loss of generality that \( i = 1 \).

**Case 1:** \( \{1, 2\} \cap (K \cup \{i\}) = \emptyset \). In this case \( F_{I, t+1} \equiv F_{I, t} \) for all \( I \subseteq K \cup \{i\} \), and so the invariant follows trivially from the inductive hypothesis.

**Case 2:** \( \{1, 2\} \subseteq K \): By the inductive hypothesis, and independence of \((C_1, C_2)\) from \( F_{i, t} \), we obtain the desired inequality for the tuple \((i, J, K, t + 1)\).
\[
\Pr[F_{i, t+1} \mid F_{I, t+1}] = \Pr[F_{i, t} \mid F_{I, t}] \geq \Pr[F_{i, t} \mid F_{K, t}] = \Pr[F_{i, t+1} \mid F_{K, t+1}].
\]

Here, the equalities follow from \( F_{i, t} \equiv F_{i, t+1} \) and \( F_{i, t} \perp (C_1, C_2) \) together with Observation B.3, while the inequality follows from the inductive hypothesis.

**Case 3:** \( \{1, 2\} \cap K = \emptyset, i = 1 \). For this case we rely on the probability of 1 not being matched decreasing when we condition on a larger set of offline nodes being free, as in the following inequality.
\[
\Pr[E_1 \mid F_{K \cup \{1\}, t}] \leq \Pr[E_1 \mid F_{J \cup \{1\}, t}]. \tag{17}
\]

Indeed, subtracting \( \Pr[E_1 \mid F_{J \cup \{1\}, t}] \) from both sides, expanding both terms using the law of total probability, we get
\[
\Pr[E_1 \mid F_{K \cup \{1\}, t}] - \Pr[E_1 \mid F_{J \cup \{1\}, t}]
= \Pr[E_1 \mid F_{I, t} \setminus F_{2, t} \setminus F_{3-i, t} \setminus F_{K \cup \{1\}, t}]
= \Pr[E_1 \mid F_{I, t} \setminus F_{2, t} \setminus F_{3-i, t} \setminus F_{K \cup \{1\}, t}] \cdot \Pr[F_{2, t} \mid F_{K \cup \{1\}, t}] - \Pr[F_{2, t} \mid F_{J \cup \{1\}, t}]
= \left((1 - a_i) - (1 - b_i) \right) \cdot \Pr[F_{2, t} \mid F_{K \cup \{1\}, t}] - \Pr[F_{2, t} \mid F_{J \cup \{1\}, t}] \leq 0. \tag{18}
\]
Here, the second equality follows from \( \Pr[E_1 | F_{(1,2),t}] = 1 - a_1 \) and \( \Pr[E_1 | F_{1,t}, F_{2,t}] = 1 - b_1 \) by definition. For any event \( A \), \( \Pr[F_{2,t} | A] + \Pr[\overline{F_{2,t}} | A] = 1 \), implying

\[
\Pr[F_{2,t} | F_{K \cup \{1\},t}] - \Pr[F_{2,t} | F_{J \cup \{1\},t}] = -\left( \Pr[F_{2,t} | F_{K \cup \{1\},t}] - \Pr[F_{2,t} | F_{J \cup \{1\},t}] \right).
\]

Finally, Inequality (18) follows from Constraint (13) implying that \( (1 - a_1) - (1 - b_1) \geq 0 \), and by the inductive hypothesis together with the assumption that \( \Pr[F_{K \cup \{1\},t}] \neq 0 \) implying that \( \Pr[F_{2,t} | F_{K \cup \{1\},t}] - \Pr[F_{2,t} | F_{J \cup \{1\},t}] \leq 0 \). We conclude that Equation (17) holds.

The desired inequality of Invariant (9) for the tuple \((i, J, K, t + 1)\) then follows from Equation (17), the inductive hypothesis and the assumption that \( \Pr[F_{K,t}] \neq 0 \), implying

\[
\Pr[F_{1,t+1} | F_{K,t+1}] = \Pr[F_{1,t+1} | F_{K,t}] = \Pr[E_1 | F_{K \cup \{1\},t}] \cdot \Pr[F_{1,t} | F_{K,t}]
\]

where the last inequality relied on Constraint (13), whereby \( a_1 \leq b_1 \), implying that

\[
\Pr[E_1 | F_{1,t}] = (1 - a_1) \cdot \Pr[F_{2,t} | F_{1,t}] + (1 - b_1) \cdot \Pr[\overline{F_{2,t}} | F_{1,t}] \geq (1 - b_1).
\]

**Case 4:** \( \{1, 2\} \cap (K \setminus J) = \{2\} \), and \( i = 1 \). Independence of \((C_1, C_2)\) from \((F_{1,t}, F_{K,t})\), and the inductive hypothesis yield the desired inequality for the tuple \((i, J, K, t + 1)\), as follows.

\[
\Pr[F_{1,t+1} | F_{K,t+1}] = \Pr[C_1, F_{1,t} | F_{K,t}, C_2]
\]

where the last inequality relied on Constraint (13), whereby \( a_1 \leq b_1 \), implying that

\[
\Pr[E_1 | F_{1,t}] = (1 - a_1) \cdot \Pr[F_{2,t} | F_{1,t}] + (1 - b_1) \cdot \Pr[\overline{F_{2,t}} | F_{1,t}] \geq (1 - b_1).
\]

**Case 5:** \( \{1, 2\} \cap J = \{2\} \), and \( i = 1 \). Independence of \((C_1, C_2)\) from \((F_{1,t}, F_{J,t}, F_{K,t})\), together with the inductive hypothesis, proves the desired inequality for the tuple \((i, J, K, t + 1)\).

\[
\Pr[F_{1,t+1} | F_{K,t+1}] = \Pr[C_1, F_{1,t} | F_{K,t}, C_2]
\]

Combining Lemma B.2 and Lemma B.4, we find that Algorithm 4 is well-defined throughout its execution. Moreover, we find that each edge is matched with the appropriate marginal probability prescribed by the fractional solution. In other words, we obtain the following.

**Theorem B.5.** Algorithm 4, when run on a fractional matching \( \bar{x} \) satisfying Condition (1), outputs a random matching \( \mathcal{M} \) such that

\[
\Pr[(i, t) \in \mathcal{M}] = x_{i,t} \quad \forall (i, t) \in E.
\]
C Small Random Seed for $k$-level Algorithms

The randomized algorithms derived from Algorithm 1 require (at least) polynomially-large random seeds. In this section we show that this is not really necessary, and essentially the same competitive ratio can be achieved using only a doubly-logarithmic random seed.

The need for a large random seed of our algorithms of the previous section is due to two reasons. The first one is because of precision issues: some of the probabilities in this algorithm can be arbitrarily small, and so these require arbitrarily-large random seeds. We overcome this first issue by explicitly restricting our attention to algorithms requiring only $b$ bits of randomness to determine the random choices of Algorithm 1 as follows.

**Definition C.1.** A fractional algorithm $A$ is $b$-bit precise if for each online node $t$ with $P_t = \{1, 2\} = \{i \mid x_{i,t} > 0\}$, the fractional matching $\tilde{x}$ output by $A$ satisfies

$$\left\{ \frac{x_{i,t} - x_{2,t}}{1 - x_{2,t}} \right\} \in \left\{ \frac{a}{2^b} \right\}_{a \in \{0, 1, \ldots, 2^b\}}.$$

The second, more fundamental reason, for the large random seed is our (implicit) requirement of complete independence between the random choices during each time step. For $n$ random variables—one per arrival—this trivially requires at least $n$ random bits. As we show, a significant saving over this amount of randomness can be obtained by considering small-bias distributions. For this, we will further restrict our attention to the following kind of two-choice algorithms.

**Definition C.2 ($k$-level Algorithm).** A $k$-level algorithm has some $k + 2$ possible values, denoted by $0 = z_0 < z_1 < \ldots < z_k < z_{k+1} = 1$, and maintains the invariant that each offline node has fractional degree equal to one of these $z_i$. At each step of the algorithm the fractions $x_{1,t}^{(t)}, x_{2,t}^{(t)}$ of at most two offline nodes $\{1, 2\}$ are increased to $x_{1,t}^{(t+1)}, x_{2,t}^{(t+1)}$, with the following options:

- **deterministic step:** $x_{1,t}^{(t)}$ is increased to 1. ($x_{2,t}^{(t+1)} \leftarrow x_{2,t}^{(t)}.$)
- **random step:** $x_{1,t}^{(t)}, x_{2,t}^{(t)}$ are increased to $x_{1,t}^{(t+1)}, x_{2,t}^{(t+1)} > \max\{x_{1,t}^{(t)}, x_{2,t}^{(t)}\}$ (strict inequality).
- **shift step:** $x_{1,t}^{(t)} = 0$ and $x_{2,t}^{(t)} \in (0, 1)$ are increased to $x_{1,t}^{(t+1)} \leftarrow x_{2,t}^{(t)} \leftarrow x_{2,t}^{(t+1)} \leftarrow 1.$

We show that when rounding such fractional algorithms using Algorithm 1 the following holds: for each edge $(i, t)$, the event that $(i, t)$ is matched in the random matching $\mathcal{M}$ output by Algorithm 1 depends on a bounded number of random choices of this algorithm. To this end, we denote by $A_{i,t} \sim Bernoulli(a_i^t)$ the random variable corresponding to the random choice in Line 6 of Algorithm 1 and by $B_{i,t} \sim Bernoulli(b_i^t)$ the random variables of Line 11 where $a_i^t, b_i^t$ are the solution to Program (Prob-Program) used by the algorithm at time $t$. We prove the following.

**Lemma C.3.** The event $[(i, t) \in \mathcal{M}]$ is determined by at most $2^{k+2}$ random variables $\{A_{i',t'}, B_{i',t'}\}_{i',t'}$.

**Proof.** We say an offline node $i$ has level $\ell$ before time $t$ if $x_{i,t}^{(t)} = z_\ell$. We prove by induction on all times $t$ and on the level $\ell \leq k$ of node $i$ before time $t$ that $F_{i,t}$ is determined by at most $2^{\ell+1} - 2$ random variables. From this we find that $1[(i, t) \in \mathcal{M}] = F_{i,t} - F_{i,t+1}$ is determined by at most $2^{k+1} - 2 + 2^{k+1} - 2 = 2^{k+2}$ random variables the set in $S := \{A_{i',t'}, B_{i',t'}\}_{i',t'}$.

For nodes at level 0, we have that $F_{i,t} \equiv 1$. Consequently, since at time $t = 1$ all offline nodes $i$ are at level $\ell = 0$, the variables $F_{i,t}$ are determined by $0 = 2^0 - 1$ random variables. Now, consider a time $t$ where the level of $i$ increases, depending on what kind of step caused the increase to level.
\[ f \text{. If this increase is due to a deterministic step (i.e., } \ell = k\), then } F_{i,t+1} \equiv 0 \text{ is deterministic, by Invariant } (8), \text{ and so this variable depends on } 0 \leq 2^{k+1} - 2 \text{ random variables in } S. \ \text{Suppose next that the level increase of } i \text{ is due to a random step, with } j \text{ the second neighbor of } t \text{ whose level increases at time } t. \ \text{Then we have that } F_{i,t+1} = F_{i,t} \cdot (F_{j,t} \cdot A_{i,t} + F_{j,t} \cdot B_{i,t}). \ \text{Consequently, since both } i \text{ and } j \text{ had level strictly lower than the new level } \ell \text{ of } i, \text{ we have by the inductive hypothesis that } F_{i,t+1} \text{ is determined by } 2 + 2 \cdot (2^\ell - 2) = 2^{\ell+1} - 2 \text{ random variables in } S. \]

Finally, if the level of } i \text{ increased to level } \ell \text{ due to a step, then if } \ell = k, \text{ as argued before, } F_{i,t+1} \equiv 0, \text{ and therefore } F_{i,t+1} \text{ is a function of zero variables. Otherwise, the level of the other node } j \text{ whose level increased was } \ell \text{ before, while the previous level of } i \text{ was zero. Consequently, by Invariant } (8), \text{ we have that } j \text{ is matched with probability one. That is, } (F_{i,t} - F_{i,t+1}) + (F_{j,t} - F_{j,t+1}) = 1. \ \text{But, similarly, by Invariant } (8), \text{ we have that } F_{j,t+1} \equiv 0, \text{ and since } i \text{ was at level zero before time } t, \text{ we have that } F_{i,t} \equiv 1. \ \text{Putting the above together, we find that } F_{i,t+1} = F_{j,t}. \ \text{Consequently, by the inductive hypothesis, since } j \text{ previously had level } \ell, \text{ we have that } F_{i,t+1} = F_{j,t} \text{ is the function of at most } 2^{\ell+1} - 2 \text{ random variables in } S. \]

We can now rely on our analysis for Algorithm 1 using independent random variables to analyze the same algorithm when using \((\delta, b \cdot 2^{k+1})\)-dependent binary variables to sample variables \(A_{i,t}, B_{i,t}\). In particular, we can show that such a random seed yields an essentially lossless rounding.

**Theorem C.4.** Let } \mathcal{M} \text{ be the random matching output by Algorithm 1 when rounding a } b \text{-bit precision restricted } k \text{-level algorithm, using a distribution } \mathcal{D} \text{ over } (\delta, b \cdot 2^{k+2}) \text{-dependent binary variables for the random choices. Then,}

\[ \Pr_{\mathcal{D}}[(i,t) \in \mathcal{M}] = x_{i,t} \pm \delta \quad \forall (i,t) \in E. \]

**Proof.** By definition of } b \text{-bit precisions, the probabilities of Algorithm 1 can be specified using } b \text{ binary variables. On the other hand, by Lemma C.3, each event } [(i,t) \in \mathcal{M}] \text{ is determined by } 2^{k+2} \text{ random variables, or } b \cdot 2^{k+2} \text{ random binary variables. Now, if we denote by } \mathcal{U} \text{ the uniform distribution, then by Theorem B.5 and Lemma 2.2, we obtain the desired result,}

\[ \Pr_{\mathcal{D}}[(i,t) \in \mathcal{M}] = \Pr_{\mathcal{U}}[(i,t) \in \mathcal{M}] \pm \delta = x_{i,t} \pm \delta. \]

Since there are } n \text{ offline nodes and each node can change levels at most } k \text{ times, the total number of random variable } A_{i,t}, B_{i,t} \text{ is bounded by } O(nk). \ \text{Hence, by Lemma 2.3 and the above lemma, all } k \text{-level algorithms can be rounded with additive loss } \delta = \frac{1}{\log \log n} = o(1), \text{ using } (1 + o(1)) \log n + 2^{k+2}b \text{ random bits. Now, using the fractional (weighted) } k \text{-level algorithms of Section 4 and observing that for any constant } k, \text{ these algorithms satisfy } x_{i,t} = \Omega(1) \text{ whenever } x_{i,t} \neq 0, \text{ we have that the above yields a } (1 + o(1)) \text{ multiplicative loss compared to these } 0.5363- \text{ and } 0.524- \text{competitive fractional matching and vertex-weighted matching algorithms. This concludes the proof of Theorem 1.3.}

We note that using standard } k \text{-wise independence, one can round a } k \text{-level } b \text{-bit algorithm without any loss (even } o(1)) \text{ using } O(2^{k+2}b \cdot \log(nk)) \text{ bits of randomness.}

Finally, we note that an efficient implementation of Algorithm 1 with perfect independence implies an implementation with similar running time, only slowed down by the time to sample from a } (\delta, b \cdot 2^{k+2}) \text{-dependent distributions. So, for example, Lemma 3.5 yields polytime implementations of Algorithm 1 when applied to the } k \text{-level fractional matching algorithms we design in the sequel.}

**D An Efficient Implementation of Algorithm 1**

In this section we present an efficient implementation of Algorithm 1 when run with independent random variables.
The only non-trivial part of an implementation of Algorithm 1 is determining whether or not pairs \( \{1, 2\} \) are negative. That is, we need to distinguish between \( \Pr[F_{1,t}, F_{2,t}] = 0 \) and 
\[ \Pr[F_{1,t}, F_{2,t}] = (1 - x_1^{(t)}) \cdot (1 - x_2^{(t)}). \]
This is trivial to check if \( x_1^{(t)} = 1 \) or \( x_2^{(t)} \), since Invariant \( 3 \) implies that any pair (and indeed, any set) \( I \) containing a vertex \( i \) with fractional degree \( x_i^{(t)} = 1 \) is negative at time \( t \), since \( \Pr[F_{I,t}] \in \{0, \prod_i(1 - x_i^{(t)})\} = \{0\} \). We therefore focus on pairs which are not trivially negative, as in the following definition.

**Definition D.1.** A set \( I \subseteq [n] \) is strictly negative if it is negative and \( x_i^{(t)} \neq 1 \) for all \( i \in I \).

Now, determining whether a pair \( \{1, 2\} \) is strictly negative can be easily implemented in exponential time, by considering the decision tree defined by the algorithm. A much more efficient implementation is possible, however, as we now show.

Recall that by Observation \( 3.2 \) if a set \( I \) contains a pair of nodes which are negative, then \( I \) must itself be negative. The following lemma, which will prove useful in order to implement our algorithm efficiently, shows that the converse is also true for strictly negative sets and pairs. That is, any strictly negative set \( I \) has a strictly negative “witness” consisting of a pair of nodes in \( I \).

**Lemma D.2.** A set of offline nodes \( I, |I| \geq 2 \) with \( x_i^{(t)} \neq 1 \) for all \( i \in I \) is strictly negative if and only if it contains a pair \( J \subseteq I, |J| = 2 \) which is itself strictly negative.

**Proof.** The “if” direction follows from Observation \( 3.2 \) and definition of strict negativity. We prove the “only if” direction for all sets \( I \) by induction on \( t \). The claim holds vacuously at time \( t = 1 \), at which point there are no negative sets. For the inductive step, consider some such set \( I \) with \( x_i^{(t+1)} \neq 1 \) for all \( i \in I \) and time \( t + 1 \).

If \( I \) was (strictly) negative by time \( t \), then there exists a pair \( J \subseteq I, |J| = 2 \) which is strictly negative by time \( t \), and by Observation \( 3.1 \) both \( I \) and \( J \) remain negative at time \( t + 1 \). Therefore, \( J \) is the desired strictly negative pair at time \( t + 1 \) contained in \( I \).

Now, suppose \( I \) was not strictly negative at time \( t \), but it is at time \( t + 1 \). Denote by \( \{1, 2\} \) the neighbors of \( t \) with non-zero probability of being matched to \( t \). (Note that these must indeed be a pair, since if \( t \) can only be matched to at most one node \( 1 \), this node must reach fractional degree \( x_1 + \Delta x_1 = \frac{x_1 + \Delta x_1}{2} = 1 \), and so all sets that become negative at time \( t \) are not strictly negative.) Inspecting the proof of Lemma \( 3.4 \) we find that either \( I \supseteq \{1, 2\} \), in which case \( J = \{1, 2\} \) is the desired pair, or (wlog) \( I \cap \{1, 2\} = \{1\} \), and we have that \( \{1, 2\} \) is independent by time \( t \) and \( I \cup \{2\} \) is (strictly) negative by time \( t \). Then, by the inductive hypothesis, we have that \( I \cup \{2\} \) contains a (strictly) negative pair \( J' \) by time \( t \). Since \( I \) is not negative by time \( t \), Observation \( 3.2 \) implies that the pair \( J' \) cannot be a subset of \( J \), and since \( \{1, 2\} \) is also not negative at time \( t \), we know that \( J' \neq \{1, 2\} \), and so \( J' = \{i, 2\} \) for some \( i \in I \). That is, we have that \( \Pr[F_{i,t}, F_{2,t}] = 0 \), and therefore \( F_{i,t} \leq F_{2,t} \). (In words, if \( i \) is free, \( 2 \) must be matched.) Consequently, we find that the pair \( \{1, i\} \subseteq I \) becomes negative, since
\[
\Pr[F_{1,t+1}, F_{i,t+1}] \leq \Pr[F_{1,t+1}, F_{i,t}] \leq \Pr[F_{1,t+1}, F_{2,t}] = 0,
\]
where the last inequality relies on \( \{1, 2\} \) previously being independent, and so \( \Pr[F_{1,t+1} \mid F_{2,t}] = 0 \).

We conclude that if \( I \) satisfying \( x_i^{(t+1)} \neq 1 \) for all \( i \in I \) is strictly negative at time \( t + 1 \), then there exists some pair \( J \subseteq I \) which is itself strictly negative at time \( t + 1 \). \( \square \)

For any offline node \( i \) which has \( x_i^{(t)} \neq 1 \), we denote the all offline nodes \( j \) such that the pair \( \{i, j\} \) is strictly negative by time \( t \) by
\[
S_i^{(t)} := \{ j \mid \{i, j\} \text{ are strictly negative by time } t \}.
\]
The following lemmas characterize the changes to these sets from time $t$ to $t+1$, allowing for simple maintenance of these sets over time.

**Lemma D.3.** If $t$ has a single neighbor 1 with non-zero probability of being matched to $t$, then $S_{1}^{(t+1)} = \emptyset$ and $S_{i}^{(t+1)} = S_{i}^{(t)} \setminus \{1\}$ for all $i \neq 1$, while $S_{1}^{(t+1)} = \emptyset$.

**Proof.** Follows from 1 reaching fractional degree $x_{1}^{(t+1)} = 1$ in this case, and therefore 1 no longer belongs to any strictly negative set, while for all other nodes $i \neq 1$, we have that $F_{i,t} = F_{i,t+1}$, and so all pairs $\{i,j\} \neq 1$ are strictly negative at time $t + 1$ if and only if they are strictly negative at time $t$.

**Lemma D.4.** Let $t$ be an online node with non-zero probability of being matched to nodes in $\{1, 2\}$. Then, we have

$$S_{i}^{(t+1)} = \begin{cases} 
S_{1}^{(t)} \cup S_{2}^{(t)} \cup \{2\} & i = 1 \\
S_{2}^{(t)} \cup S_{1}^{(t)} \cup \{1\} & i = 2 \\
S_{i}^{(t)} \cup \{2\} & i \in S_{1}^{(t)} \\
S_{i}^{(t)} \cup \{1\} & i \in S_{2}^{(t)} \\
S_{i}^{(t)} & i \notin \{1, 2\} \cup S_{1}^{(t)} \cup S_{2}^{(t)}.
\end{cases}$$

**Proof.** We note that for independently-maximal fractional algorithms no node reaches fractional degree $x_{i}^{(t+1)} = 1$ at time $t$. Therefore, by Observation 3.1, for all $i$, we have that $S_{i}^{(t+1)} \supseteq S_{i}^{(t)}$. We will show that our expression for $S_{i}^{(t+1)} \setminus S_{i}^{(t)}$ is precisely the set of all other nodes $j$ such that $\{i,j\}$ is strictly negative at time $t + 1$ but not at time $t$.

Consider a pair $I = \{i, j\}$ which was not strictly negative at time $t$, but became strictly negative at time $t + 1$. In particular, by monotonicity of $x_{i}$ over time, this implies $I$ must have been independent at time $t$. By the proof of Lemma 3.4 this implies that one of two cases must hold:

1. $I = \{1, 2\}$.
2. $1 \in I$ and $2 \notin I$ (or vice versa) and $\{1, 2\}$ is independent at time $t$.

For the former case, this implies that $\Pr[F_{1,t+1}, F_{2,t+1}, F_{2,t}] = 0$, and therefore $1 \in S_{2}^{(t+1)}$ and $2 \in S_{1}^{(t+1)}$. For the latter case, consider a node $i \in S_{2}^{(t)}$. That is, some node $i$ such that $\{i, 2\}$ is negative, and so $\Pr[F_{i,t}, F_{2,t}] = 0$. This implies that $F_{i,t} \leq F_{2,t}$. (In words, if $i$ is free, 2 must be matched.) Consequently, we find that the pair $\{i, 1\} \subseteq I$ becomes negative, since

$$\Pr[F_{1,t+1}, F_{i,t+1}] \leq \Pr[F_{1,t+1}, F_{i,t}] \leq \Pr[F_{1,t+1}, F_{2,t}] = 0,$$

where the last inequality relies on $\{1, 2\}$ being independent at time $t$, and so $\Pr[F_{1,t+1} | F_{2,t}] = 0$. And indeed, we have that $S_{2}^{(t)} \subseteq S_{1}^{(t+1)}$. (Symmetrically, we have that $S_{1}^{(t)} \subseteq S_{2}^{(t+1)}$.)

We conclude that our expression for $S_{i}^{(t+1)}$ is correct.

The two preceding lemmata yield a simple linear-time algorithm for maintaining the negative pairs (by maintaining the sets $S_{i}^{(t)}$, in addition to the sets $x_{i}^{(t)}$), which by the preceding discussion yields an efficient implementation of our algorithm.

**Lemma 3.5.** Algorithm [I] can be implemented in $O(n)$ time per online node arrival.
E Application: Optimal Semi-OCS

We recall the definition of $\gamma$-semi-OCS.

**Definition E.1 ([27]).** A $\gamma$-semi-OCS is an algorithm which, given pairs of items in an online manner, picks one item per pair upon arrival, such that for each item $i$ appearing in $k$ pairs, 

$$ \Pr[i \text{ never picked}] = 2^{-k}(1 - \gamma)^{-k}. $$

A stronger guarantee is given by applying our online rounding scheme of Algorithm 4 to the following fractional matching algorithm, which assumes each online node neighbors precisely two offline neighbors. (These correspond to items in the definition of OCS). Here $\ell_i$ is the “level” of offline node $i$, which corresponds to the number of pairs which $i$ belonged to so far (inclusive).

**Algorithm 5** Semi-OCS-Inducing Fractional Algorithm

1: initially, set $\vec{x} \leftarrow \vec{0}$
2: initially, set $\vec{\ell} \leftarrow \vec{0}$
3: for arrival of online node $t$ do
4: for $i = 1, 2$ the two neighbors of online node $t$, increase $\ell_i$  \hfill $\triangleright$ In particular, $\ell_i > 0$
5: set $x_{i,t} \leftarrow (1 - 2^{-2\ell_i+1}) - (1 - 2^{-2\ell_i+1+1}) = 2^{-2\ell_i+1+1} - 2^{-2\ell_i+1}$ \hfill $\triangleright x_{i,t} > 0$

First, we show that our rounding scheme can be applied to this fractional matching algorithm.

**Observation E.2.** Algorithm 5 is a sound two-choice fractional matching algorithm.

**Proof.** A simple proof by induction implies that the fractional degree of every item $i$ belonging to $\ell$ pairs by time $t$ is $x_i(t) = 1 - 2^{-2\ell+1}$. On the other hand, at any time $t$, if 1 and 2 are the two neighbors of $t$, with previous levels $\ell_1$ and $\ell_2$ respectively (so, their new levels are $\ell_1+1$ and $\ell_2+1$), then we have the desired inequality (19), implying that this two-choice algorithm is indeed sound.

$$ x_{1,t} + x_{2,t} = 2^{-2\ell+1+1} - 2^{-2\ell+1+1} + 2^{-2\ell+1} - 2^{-2\ell+1} $$

$$ = 2^{-2\ell+1} + 2^{-2\ell+1} - \frac{(2^{-2\ell+1})^2}{2} - \frac{(2^{-2\ell+1})^2}{2} $$

$$ \leq 2^{-2\ell+1} + 2^{-2\ell+1} - \sqrt{(2^{-2\ell+1})^2 \cdot (2^{-2\ell+1})^2} \quad \text{AM-GM} $$

$$ = 2^{-2\ell+1} + 2^{-2\ell+1} - 2^{-2\ell+1+1} \cdot 2^{-2\ell+1} $$

$$ = 1 - (1 - 2^{-2\ell+1+1}) \cdot (1 - 2^{-2\ell+1}). $$

By Theorem 1.2, the output fractional matching of Algorithm 5 can be rounded losslessly online. So, by this fractional matching’s closed-form solution, we obtain the following optimal semi-OCS.

**Corollary E.3.** There exists a $\frac{1}{2}$-semi-OCS. Moreover, for any element $i$ appearing in $k$ pairs, this semi-OCS satisfies

$$ \Pr[i \text{ never picked}] = 2^{-2^k+1}. $$

(Both bounds are optimal, by [32].)

**Remark E.4.** The above algorithm satisfies the required inequalities of semi-OCS at equality, which may prove useful for various notions of fairness. If such fairness considerations are secondary for the application at hand, then the above algorithm can easily be extended to be maximal, resulting in the strong negative correlation property 3.26.
The advantages of our design and analysis of this semi-OCS over that of \cite{32} are twofold: first, our analysis provides sharper negative concentration properties: the output randomized matching of Algorithm 4 satisfies the strong FKG-like negative correlation property \cite{9}, or even independence of incompatibility (Pr[\(F_{i,t}\)] \(\in\) \{0, \prod_{i \in I} \Pr[F_{i,t}]\}, while \cite{32} proved a weaker dependence property for this semi-OCS: Pr[\(F_{A,B,t}\)] \(\leq\) Pr[\(F_{A,t}\); Pr[\(F_{B,t}\)]; it is not hard to see that our former property implies the latter, and is sometimes strictly stronger. A second advantage of our approach is that the design of this OCS follows from a general approach: rounding. This hints at more algorithms for explicitly negatively correlating choices which can be derived in this principled manner.

### E.1 Bichromatic Semi-OCS

To emphasize the generality of our OCS-based rounding, we explore extensions of this algorithmic primitive, and show how to achieve optimal algorithms for these extensions directly via online rounding of sound two-choice fractional matching algorithms.

By \cite{32}, we cannot guarantee a uniform selection probability for all items higher than \(1 - 2^{-2k+1}\). We can, however, increase the probabilities for some of the items in some settings, as we now show.

Suppose each item is colored either red and blue. Moreover, suppose we are guaranteed that in every pair contains one red item and one blue item. Then, we can guarantee a higher selection probability for, say, blue items at the expense of red items, as follows.

**Definition E.5.** A bichromatic-(\(f, g\))-semi-OCS receives one-by-one pairs of items, one red and one blue, and must select one item per pair immediately and irrevocably. Moreover, it must guarantee each red (blue) item appearing in \(k\) pairs a probability of \(f(k) / g(k)\) of being selected at least once.

**Lemma E.6.** Let \(a \geq 1\) and \(\bar{a} \geq 1\) be such that \(\frac{1}{a} + \frac{1}{\bar{a}} = 1\). Then, there exists a bichromatic-(\(1 - 2^{-a^k+1}, 1 - 2^{-\bar{a}^k+1}\))-semi-OCS.

**Proof.** Such a bichromatic semi-OCS is obtained by applying the lossless online rounding Algorithm 4 to the natural generalization of Algorithm 5, where the invariant that we maintain is that for any red (resp., blue) item \(i\) appearing in \(k\) pairs before time \(t\), we have \(x_i^{(t)} = (1 - 2^{-a^k+1})\) (resp., \(x_i^{(t)} = (1 - 2^{-\bar{a}^k+1})\)). The proof that the above fractional matching algorithm is a sound two-choice fractional matching algorithm (and we can thus apply Algorithm 4 to this algorithm) generalizes the proof of Observation E.2. The only difference is in the application of the weighted AM-GM inequality, which implies the following inequality. If at time \(t\) the pair contains red item 1 and blue item 2, both appearing previously to time \(t\) in \(\ell_1\) and \(\ell_2\) pairs, then

\[
\begin{align*}
x_{1,t} + x_{2,t} &= 2^{-a^t+1} - 2^{-a^t+1+1} + 2^{-\bar{a}^t+1} - 2^{-\bar{a}^t+1+1} \\
&= 2^{-a^t+1} + 2^{-\bar{a}^t+1} - (2^{-a^t+1+1})a - (2^{-\bar{a}^t+1+1})\bar{a} \\
&\leq 2^{-a^t+1} + 2^{-\bar{a}^t+1} - \sqrt{2^{-a^t+1+1} a} \cdot \sqrt{2^{-\bar{a}^t+1+1} \bar{a}}\quad \text{weighted AM-GM} \\
&= 2^{-a^t+1} + 2^{-\bar{a}^t+1} - 2^{-a^t+1} \cdot 2^{-\bar{a}^t+1} + 1 - (1 - 2^{-a^t+1}) \cdot (1 - 2^{-\bar{a}^t+1}).
\end{align*}
\]

That is, this two-choice algorithm is indeed sound. Consequently, we can apply Algorithm 4 to this fractional algorithm and obtain the desired marginal probabilities, and the implied bichromatic semi-OCS. \qed
F Beyond Two Choices: Challenges

In this section we discuss challenges in generalizing our characterization of online roundable fractional matchings beyond two-choice algorithms, to multiple-choice algorithms. A natural extension of Condition (1) to multiple-choice algorithms, for which $P_t := \{ i \mid x_{i,t} > 0 \}$ need not satisfy $|P_t| \leq 2$, is the following.

$$
\sum_{i \in I} x_{i,t} \leq 1 - \prod_{i \in I} x_{i(t)} \quad \forall I \subseteq P_t.
$$

(19)

There are two natural challenges to achieving improved guarantees this way: the first is that it is unclear whether such additional constraints (which are not satisfied by prior fractional algorithms) are compatible with high competitive ratios. In Appendix F.1 we show that these constraints are compatible with an optimal competitive ratio of $1 - \frac{1}{e}$. The second challenge is finding such additional constraints which allow for lossless online rounding. Unfortunately, in Appendix F.2, we show that the above condition is not sufficient for lossless online rounding.

F.1 A Multi-Choice Fractional Algorithm

In this section we present a $(1 - \frac{1}{e})$-competitive online fractional matching algorithm that satisfies Condition (19).

Our algorithm’s approach will be to perform (restricted) water-filling: we start with a water level $\ell$ of zero and increase this water level continuously, increasing the fractional degree – and thus $x_{i,t}$ values – of all nodes of current fractional degree $x_{i(t)} + x_{i,t}$ less than $\ell$. We do so until a constraint in Equation (19) is met at equality. Note that since $\sum_{i \in N(t)} x_{i,t} \leq 1 - \prod_{i \in I} x_{i(t)} \leq 1$, this is a feasible fractional matching. Now, finding the final water level might seem to require time exponential in $|N(t)|$, given the above phrasing. However, as we show in Lemma F.1, for such a water-filling algorithm, it is enough to guarantee that Equation (19) holds for all subsets $I$ containing $|I|$ nodes of lowest fractional degree. This allows to compute $\ell$ in time linear in $|N(t)|$. The pseudocode for our algorithm is given in Algorithm 6.

Algorithm 6 Multi-Choice Fractional Algorithm

1: for arrival of online node $t$ do
2:     let $0 \leq x_{1(t)} \leq x_{2(t)} \leq \cdots \leq x_{k(t)} \leq 1$ be the fractional degrees of neighbors of $t$
3:     for $k = 1, 2, \ldots, |N(t)|$ do
4:         let $I_k := \lfloor k \rfloor$
5:         set $\ell \leftarrow \max \left\{ \ell \mid \sum_{i \in I_k} \left( \ell - x_{i(t)}^+ \right)^+ \leq 1 - \prod_{i \in I_k} x_{i(t)}, \quad \forall k \in [|N(t)|] \right\}$
6:     for all neighbors $i \in N(t)$ do
7:         set $x_{i,t} \leftarrow (\ell - x_{i(t)})^+$

Lemma F.1. Algorithm 6 satisfies Equation (19).

Proof. Fix some online node $t$, and let $x_i$ denote $x_{i(t)}$. Algorithm 6 explicitly satisfies Equation (19) for all subsets $I_k \in N(t)$, $k \in [|N(t)|]$. That is, if we relabel the neighbors of $t$ as $1, 2, \ldots, |N(t)|$ in increasing order of $x_i$ value, we have that for all $k \in [|N(t)|]$

$$
\sum_{i=1}^k (\ell - x_i)^+ \leq 1 - \prod_{i=1}^k x_i.
$$

(20)
Now, consider some set $I \subseteq N(t)$ of neighbors of $t$. We wish to show that

$$\sum_{i \in I} (\ell - x_i) \leq 1 - \prod_{i \in I} x_i. \quad (21)$$

Let $k \leq |I|$ be the number of non-zero summands in the LHS of Equation (21). That is, the number of $i \in I$ such that $x_i < \ell$. If we denote by $I' \triangleq \{i \in I \mid x_i < \ell\}$ the neighbors in $I$ contributing to this LHS, we find that to prove Equation (21) it is sufficient to prove that

$$\sum_{i \in I'} (\ell - x_i) = \sum_{i \in I'} (\ell - x_i) \leq 1 - \prod_{i \in I'} x_i, \quad (22)$$

since $1 - \prod_{i \in I'} x_i \leq 1 - \prod_{i \in I} x_i$, as $x_i \in [0, 1]$ for all $i$. As $I$ contains $k$ neighbors $i$ such that $x_i < \ell$, we have that $x_i < \ell$ for all $i \in I_k$. Consequently we have that

$$\sum_{i \in I_k} (\ell - x_i) = \sum_{i \in I_k} (\ell - x_i) \leq 1 - \prod_{i \in I_k} x_i. \quad (23)$$

We will show that Equation (23) implies Equation (22), which in turn implies Equation (21).

To this end, define the function $g : \mathbb{R}^k \rightarrow \mathbb{R}$ to be $g(y_1, y_2, \ldots, y_k) \triangleq \prod_{i=1}^k y_i + \sum_{i=1}^k (\ell - y_i) - 1$. Equation (23) is equivalent to $g(x_1, x_2, \ldots, x_k) \leq 0$, and similarly, to prove Equation (22) we wish to prove the equivalent condition, $g(x_{i_1}, x_{i_2}, \ldots, x_{i_k}) \leq 0$ for $I' = \{i_1, i_2, \ldots, i_k\} \subseteq N(t)$. But indeed, this follows from $g(x_1, x_2, \ldots, x_k) \leq 0$ and the partial derivatives of $g(\vec{x})$, all of the form

$$\frac{\partial}{\partial x_{i_j}} g(\vec{x}) = \prod_{i \in [k] \setminus \{j\}} x_i - 1,$$

being non-positive for all $\vec{x} \in [0, 1]^n$. In particular, assuming without loss of generality that $x_{i_1} \leq x_{i_2} \leq \cdots \leq x_{i_k}$, we have that $x_{j} \leq x_{i_j}$ for all $j \in [k]$, and so

$$g(x_{i_1}, x_{i_2}, \ldots, x_{i_k}) \leq g(x_1, x_2, \ldots, x_k) \leq g(x_1, x_2, \ldots, x_k) \leq \cdots \leq g(x_1, x_2, \ldots, x_k) \leq 0. \quad \blacksquare$$

### F.1.1 Analysis of Competitive Ratio

In this section we analyze the competitive ratio of Algorithm 6. In particular, we prove the following.

**Theorem F.2.** Algorithm $A$ is $(1 - 1/e)$-competitive.

To prove Theorem F.2 we will follow the online primal-dual method [18]. In particular, we construct a feasible dual solution, that is, a fractional vertex cover, such that the increase in primal value after each arrival $t$, namely $\sum_{i \in N(t)} x_{i,t}$, is at least $1 - 1/e$ times the increase in the value of the dual solution. Summing over all arrivals and relying on weak LP duality, this implies that, for $(P)$ and $(D)$ the values of the primal and dual solutions’ values,

$$(P) \geq (1 - 1/e) \cdot (D) \geq (1 - 1/e) \cdot OPT.$$ 

Our fractional vertex cover will have a particularly simple form. For each offline vertex $i$ with fractional degree $x_i$, we let its dual value be $y_i = y(x_i)$, where $y : [0, 1] \rightarrow [0, 1]$ is some monotone increasing function, to be defined shortly. For online node $t$, if $\ell$ is the water level at time $t$, we let $y_t = 1 - y(\ell)$. We say this solution is induced by $y$.

**Observation F.3.** A dual induced by a monotone increasing function $y : [0, 1] \rightarrow [0, 1]$ is feasible.

**Proof.** Consider an edge $(i, t)$. After arrival of $t$, we have that $x_i \geq \ell$. Consequently, since $y(\cdot)$ is monotone increasing and since dual values never decrease, we have that at the end of the algorithm’s run, $y_i + y_t \geq y(\ell) + 1 - y(\ell) = 1$. \hfill \blacksquare
Our choice of monotone increasing function $y$ which will induce our dual solution is

$$y(x) := \frac{e^x - 1}{e - 1}.$$  

Our analysis via the primal-dual method, and indeed this precise choice of dual values, is used in the analysis of the standard Water-Filling algorithm or the RANKING algorithm, giving short and elegant direct proofs of these algorithms’ competitive ratio. For our algorithm, the analysis becomes significantly more involved due to the non-linear (and indeed, non-convex) constraints, given by Equation 19.

We show that for any vector $\vec{x} \in \mathbb{R}^k$ for any $k \in \mathbb{Z}$, we have that the primal gain is at least $(1 - 1/e)$ times the dual cost for any arrival of an online node $t$ with neighbors’ loads upon arrival equal to $\vec{x}$. For simplicity, we will denote the neighbors of $t$ by $1, 2, \ldots, |N(t)|$, such that $x_1 \leq x_2 \leq \ldots x_{|N(t)|}$. Thus, we wish to show that for $\ell = \ell(\vec{x})$ chosen in Line 6 at time $t$, the following holds.

$$\sum_{i=1}^{|N(t)|} (\ell - x_i)^+ \geq \left(1 - \frac{1}{e}\right) \cdot \left(1 - y(\ell) + \sum_{i=1}^{|N(t)|} (y(\ell) - y(x_i))^+\right). \tag{24}$$

We start by showing that Equation 24 holds if all neighbors of $t$ have the same load prior to the arrival of $t$. That is, we show that this inequality holds for $\vec{x} \in \mathbb{R}^k$ proportional to the all-ones vector, say $\vec{x} = x \cdot \vec{1}$ (here $k = |N(t)|$). In our proof we will rely on the simple observation that for this case, $\ell(\vec{x}) = x + (1 - x^k)/k$.

**Lemma F.4.** For any $k \in \mathbb{N}$, and $\vec{x} = (x, x, \ldots, x) \in \mathbb{R}^k$ Equation 24 holds with $\ell = x + (1 - x^k)/k$.

**Proof.** Fix $k$. For a vector $\vec{x}$ as above, Equation 24 simplifies to

$$1 - x^k \geq \left(1 - \frac{1}{e}\right) \cdot \left(1 - y(x + (1 - x^k)/k) + k \cdot (y(x + (1 - x^k)/k) - y(x))\right),$$

which can be rewritten as

$$\left(\frac{e}{e - 1}\right) \cdot (1 - x^k) \geq \left(1 - \frac{e^{x+(1-x^k)/k} - 1}{e - 1}\right) + k \cdot \left(\frac{e^{x+(1-x^k)/k} - e^x}{e - 1}\right).$$

Simplifying this expression further, we want to show that the following function $f_k(x)$ is non-positive for all $x \in [0, 1]$. That is, we wish to show that for all $x \in [0, 1],$

$$f_k(x) \triangleq (k - 1)e^{x + \frac{1 - x^k}{k}} - k \cdot e^x + e \cdot x^k \leq 0.$$

Normalizing by $e^x (\geq 0)$, this yields the function $g_k(x) \triangleq f_k(x)/e^x$, which we will show is non-positive for all $x \in [0, 1]$, implying the same for $f_k(x)$. That is, we will show that for all $x \in [0, 1],$

$$g_k(x) = (k - 1)e^{\frac{1 - x^k}{k}} - k + e^{1-x} \cdot x^k \leq 0. \tag{25}$$

First, we note that $g_k(1) = 0$. We next show that $g_k(x)$ is increasing in the range $[0, 1]$, which together with $g_k(1) = 0$ implies Equation 25, and consequently, the lemma. But indeed,

$$g'_k(x) = -(k - 1)x^{k-1}e^{\frac{1 - x^k}{k}} - e^{1-x}x^k + k \cdot e^{1-x}x^{k-1} \geq 0$$

in the range $x \in [0, 1]$, since this inequality holds if and only if

$$(k - x) \cdot e^{1-x} \geq (k - 1) \cdot e^{\frac{1-x^k}{k}},$$

which holds for $x \in [0, 1]$, since for such $x$ we have both that $(k - x) \geq (k - 1)$ and that $(1 - x) \geq (1 - x) \cdot (1 + x + x^2 + \ldots + x^{k-1})/k = \frac{1 - x^k}{k}$. \qed
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As we will show, Equation (24) holding for the restricted uniform case implies the same for all vectors \( \vec{x} \). To show this, we will rely on the following observation regarding \( \ell \).

**Observation F.5.** Suppose that \( x_1, x_2, \ldots, x_k \leq \ell \) satisfy \( \sum_{i=1}^{k} (\ell - x_i) = 1 - \prod_{i=1}^{k} x_i \). Then the solution \( x \) to \( k\ell - kx = 1 - x^k \) is at least the arithmetic mean of \( \vec{x} \). That is,

\[
x \geq \left( \sum_{i=1}^{k} x_i \right) / k.
\]

**Proof.** Let \( x' := (\sum_{i=1}^{k} x_i) / k \). By the AM-GM inequality and the definition of \( \ell \), we have that

\[
1 - (x')^k \leq 1 - \prod_{i=1}^{k} x_i = k \cdot \ell - \sum_{i=1}^{k} x_i = k \cdot \ell - k \cdot x'.
\]

That is, \( \ell \geq x' + (1 - (x')^k) / k = \ell(x' \cdot \vec{1}_k) \). As \( \frac{d}{dz} \ell(z \cdot \vec{1}_k) = \frac{d}{dz} \left( z + (1 - z^k) / k \right) = 1 - z^{k-1} \geq 0 \) for all \( z \leq 1 \), the univariate function \( f(z) = \ell(z \cdot \vec{1}_k) \) is monotone increasing in \( x \), and so we have that \( \ell(x \cdot \vec{1}_k) \geq \ell(x' \cdot \vec{1}_k) \) implies the claimed inequality, namely that \( x \geq x' \).

The next lemma will prove instrumental in proving our algorithm’s competitiveness.

**Lemma F.6.** If \( x_1 \leq x_2 \leq \cdots \leq x_{|N(t)|} \) and for some \( k \leq |N(t)| \) it holds that \( \ell \geq x_k \) and

\[
\sum_{i=1}^{k} (\ell - x_i)^+ \geq \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{k} (y(\ell) - y(x_i))^+ \right),
\]

then Equation (24) holds. That is,

\[
\sum_{i=1}^{|N(t)|} (\ell - x_i)^+ \geq \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{|N(t)|} (y(\ell) - y(x_i))^+ \right).
\]

**Proof.** Denote by \( k' \leq |N(t)| \) the largest index such that \( x_{k'} \leq \ell \). Then, we have that

\[
\sum_{i=1}^{|N(t)|} (\ell - x_i)^+ = \sum_{i=1}^{k'} (\ell - x_i)
\]

\[
= \sum_{i=1}^{k} (\ell - x_i) + \sum_{i=k+1}^{k'} (\ell - x_i)
\]

\[
\geq \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{k} (y(\ell) - y(x_i)) \right) + \sum_{i=k+1}^{k'} (\ell - x_i)
\]

\[
\geq \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{k} (y(\ell) - y(x_i)) \right) + \left( 1 - \frac{1}{e} \right) \cdot \left( \sum_{i=k+1}^{k'} (y(\ell) - y(x_i)) \right)
\]

\[
= \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{k'} (y(\ell) - y(x_i)) \right)
\]

\[
= \left( 1 - \frac{1}{e} \right) \cdot \left( 1 - y(\ell) + \sum_{i=1}^{|N(t)|} (y(\ell) - y(x_i))^+ \right),
\]
where the last inequality follows from \( \ell - x_i \geq \left(1 - \frac{1}{e}\right) \cdot (y(\ell) - y(x_i)) = e^{\ell - 1} - e^{x_i - 1} \), which in turn follows from \( e^{x-1} \) growing slower than \( x \) in the domain \([0, 1]\), where \( \frac{d}{dx} e^{x-1} = e^{x-1} \leq 1 = \frac{d}{dx} x \).

We now prove that Equation (24) holds for all vectors \( \vec{x} \).

**Lemma F.7.** Equation (24) holds for all vectors \( \vec{x} \in \mathbb{R}^n \) with \( \ell(\vec{x}) \) as defined in Line 6.

**Proof.** Let \( k \leq n \) be the lowest index such \( \sum_{i=1}^{k}(\ell - x_i) = 1 - \prod_{i=1}^{k} x_i \). (Note that such an index must exist, by our choice of \( \ell \).) Then, we have in particular that \( \ell \geq x_i \) for all \( i \in [k] \), as the converse would imply \( \sum_{i=1}^{k}(\ell - x_i) < \sum_{i=1}^{k}(\ell - x_i)^+ \leq 1 - \prod_{i=1}^{k} x_i \). Let \( x \in \mathbb{R} \) be the solution to \( k \cdot (\ell - x) = 1 - x^k \). We rely on the definition of \( \vec{x} \) and \( x \) to prove that Equation (24) holding for \( x \cdot \vec{I}_k \) implies the same inequality for \( \vec{x}' = (x_1, x_2, \ldots, x_k) \), which by Lemma F.6 implies that Equation (24) holds for \( \vec{x} \). (Note that since \( \sum_{i=1}^{k}(\ell - x_i) = 1 - \prod_{i=1}^{k} x_i \), we have that \( \ell(\vec{x}') = \ell(\vec{x}) = \ell \).

First, we note that Equation (24) for \( x \cdot \vec{I}_k \) is equivalent to

\[
k \cdot \ell - k \cdot x + \left(1 - \frac{1}{e}\right) \cdot k \cdot y(x) \geq \left(1 - \frac{1}{e}\right) \cdot (1 + (k - 1) \cdot y(\ell)).
\]

Similarly, Equation (24) for \( \vec{x}' \) is equivalent to

\[
k \cdot \ell - \sum_{i=1}^{k} x_i + \left(1 - \frac{1}{e}\right) \cdot \sum_{i=1}^{k} y(x_i) \geq \left(1 - \frac{1}{e}\right) \cdot (1 + (k - 1) \cdot y(\ell)).
\]

To prove Equation (27), we will prove that its LHS is greater than the LHS of Equation (26). Equivalently, we will show that

\[
\left(1 - \frac{1}{e}\right) \cdot \sum_{i=1}^{k} y(x_i) - \sum_{i=1}^{k} x_i \geq \left(1 - \frac{1}{e}\right) \cdot k \cdot y(x) - k \cdot x.
\]

Let \( g(z) \triangleq \left(1 - \frac{1}{e}\right) y(z) - z = e^{z-1} - \frac{1}{e} - z \), and \( X \) be a uniformly-random number in \( \{x_1, x_2, \ldots, x_k\} \). Then dividing both sides of Equation (28) by \( k \) we find that this equation is equivalent to

\[
\mathbb{E}[g(X)] \geq g(x).
\]

To prove the above, we will prove the two following inequalities.

\[
\mathbb{E}[g(X)] \geq g(\mathbb{E}[X]) \geq g(x).
\]

The first inequality follows from Jensen’s Inequality and convexity of \( g(z) \) in the domain \([0, 1]\), where \( g''(z) = e^{z-1} \geq 0 \). The second inequality follows from \( g(z) \) being non-increasing in the domain \([0, 1]\), where \( g'(z) = e^{z-1} - 1 \leq 0 \), and Observation F.5 implying \( x \geq \left(\sum_{i=1}^{k} x_i\right)/k = \mathbb{E}[X] \).

**Theorem F.2** follows from Lemma F.7 and the preceding discussion.

**F.2 Challenges: Stronger Constraints Needed**

Similarly to our discussion for two-choice algorithms, condition (19) can be shown to be necessary for lossless online rounding in some scenarios. Perhaps surprisingly, we show that unlike for two-choice algorithms, this natural generalization of Condition (1) to multiple-choice algorithms is not sufficient for lossless online rounding.
Lemma F.8. There exists a three-choice fractional matching algorithm $A_f$ whose output $\bar{x}$ satisfies Condition (19), such that for any randomized online matching algorithm $A$, there exists a graph on which the fractional matching of $A_f$ is strictly greater than the expected matching size of $A$. That is, $A_f$ is not losslessly roundable.

Proof. Our proof goes via Yao’s Lemma [57]. We consider the following distributions over graphs of maximum degree three, on which any fractional or randomized algorithm are trivially three-choice algorithms. We label the offline nodes $i_{1,t}, i_{1,2}, i_{2,1}, i_{2,2}, i_{3,1}, i_{3,2}$. Each online node $t \in [3]$ neighbors the two offline nodes $i_t, i_{t,2}$. In addition, we have two online nodes, 4 and 5, which neighbor a random node in each of the pairs $\{i_t, i_{t,2}\}_{t \in [3]}$. The three-choice fractional matching we consider is the following:

$$x_{i,t} = \begin{cases} 
0 & (i, t) \notin E \\
\frac{1}{2} & (i, t) \in E, i = i_t, t \in [3] \\
\frac{7}{24} = 1 - \left(\frac{1}{3}\right) & (i, t) \in E, i = t = 4 \\
\frac{6965}{11472} = 1 - \left(\frac{19}{3}\right) & (i, t) \in E, t = 5.
\end{cases}$$

We note that $\bar{x}$ is a three-choice fractional matching satisfying Condition (19). We note moreover that $x_{i,t} > \frac{1}{2}$ for $(i, t) \in E$ and $t = 5$. Consequently, this fractional matching has value at least $\sum_{i,t} x_{i,t} > 3 + \frac{7}{8} + \frac{1}{2}$. We now proceed to show that every randomized algorithm $A$ outputs a matching $M$ of expected size $E[M] = 3 + \frac{7}{8} + \frac{1}{2}$. That is, $E[M] < \sum_{i,t} x_{i,t}$.

Consider a deterministic algorithm $A'$ run on an input drawn from the above distribution. By simple exchange arguments, due to the one-sided vertex arrivals, we may safely assume that $A'$ is greedy, and matches whenever presented with an online node with at least one free neighbor [11]. Therefore, precisely one node in each pair $\{i_t, i_{t,2}\}$ is matched two online node $t$, and therefore the number of free nodes in the neighborhood of 4 and 5 before time 4 is distributed $Y \sim Bin(3, 1/2)$. Consequently, the expected number of online nodes matched among 4 and 5 is precisely $E[\max\{2, Y\}] = 1 \cdot Pr[Y = 1] + 2 \cdot Pr[Y \geq 2] = \frac{3}{8} + 1 = \frac{7}{8} + \frac{1}{2}$. We conclude that the matching $M$ output by the deterministic algorithm $A'$ on the above distribution has expected size strictly less than the value of the fractional matching output by $A_f$, namely

$$E[|M|] = 3 + \frac{7}{8} + \frac{1}{2} < \sum_{i,t} x_{i,t}. $$

By Yao’s Lemma, for each randomized algorithm $A$, outputs a matching on one of the graphs in the support of the above distribution, whose expected size is strictly smaller than the fractional matching of the three-choice algorithm $A_f$, whose output satisfies Condition (19).

Corollary F.9. Condition (19) is not sufficient to round multiple-choice algorithms losslessly.

G A 2-level Fractional Vertex-Weighted Algorithm

In this section we design a two-choice 2-level fractional algorithm for the more general vertex-weighted problem, where offline nodes have a weight associated with them, and we wish to output a matching of maximum weight. We prove the following:

Theorem G.1. There exists a fractional 2-level $11/21 \approx 0.524$-competitive vertex-weighted online matching algorithm.
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Proof. The algorithm draws ideas from the 2-level algorithm for the unweighted case in Section 4.2.1 but is more involved, due to the offline weights adding another dimension of asymmetry. As in the unweighted case, the algorithm has two possible levels for the offline nodes: \( z_1 = \frac{1}{2}, z_2 = \frac{7}{8} \). Let \( w_i > 0 \) be the weight of node \( i \). At time \( t \), let \( w_1(1 - x_i^{(t)}) \geq w_2(1 - x_i^{(t)}) \geq \ldots \geq w_k(1 - x_i^{(t)}) \) be the neighbors of \( t \) sorted by their dual slack. We again assume wlog of generality that there are at least two neighbors. Otherwise, we add dummy neighbors with \( x_i^{(t)} = 1 \) that will not change the behavior of the algorithm or the analysis. Let \{1, 2\} be the two offline nodes with the maximal slack (not necessarily sorted). By normalizing, we assume wlog of generality that \( w_1 = 1 \). We use the following (optimized) numbers: \( y_1 = \frac{5}{11}, y_2 = \frac{79}{88} \). The algorithm is defined by the following cases:

- \( x_1 = 0, x_2 = 0 \): If \( w_2 \leq \frac{1}{1-y_1} \) then set \( x_1 = x_2 = \frac{1}{2} \), otherwise set \( x_1 \leftarrow 1 \).
- \( x_1 = \frac{1}{2}, x_2 = \frac{1}{2} \): If \( w_2 \leq \frac{1-y_1}{1-y_2} \) then set \( x_1 = x_2 = \frac{7}{8} \), otherwise set \( x_1 \leftarrow 1 \).
- \( x_1 = \frac{7}{8}, x_2 = \frac{7}{8} \): If \( w_2 \leq 1 \) then set \( x_1 \leftarrow 1 \), otherwise set \( x_2 \leftarrow 1 \).
- \( x_1 = 0, x_2 = \frac{1}{2} \): If \( w_2 \leq \frac{3}{2} \) then set \( x_1 \leftarrow 1 \), otherwise set \( x_1 \leftarrow \frac{1}{2}, x_2 \leftarrow 1 \).
- \( x_1 = 0, x_2 = \frac{7}{8} \): If \( w_2 \leq 5.5 \) then set \( x_1 \leftarrow 1 \), otherwise set \( x_1 \leftarrow \frac{7}{8}, x_2 \leftarrow 1 \).
- \( x_1 = \frac{1}{2}, x_2 = \frac{7}{8} \): If \( w_2 \leq 4 \) then set \( x_1 \leftarrow 1 \), otherwise set \( x_2 \leftarrow 1 \).
- \( x_1 < 1, x_2 = 1 \): set \( x_1 \leftarrow 1 \).

As in Observation 4.6 it is not hard to verify the following.

Observation G.2. The algorithm is \( k \)-level independent maximal and 2-bit precise.

Analysis. The analysis proceeds via a dual fitting argument. Let \{1, 2\} be the two vertices with the highest \( w_1(1 - x_i^{(t)}) \). We note that \{1, 2\} are not numbered according to their slack, but rather according to their fractional degree, as in the algorithm’s description. We assume wlog that \( w_1 = 1 \). We use dual values \( y_1 = y(\frac{1}{2}) = \frac{5}{11}, y_2 = y(\frac{7}{8}) = \frac{79}{88} \). We note that if we give the online node a value of \( \max\{\min(1 - y(x_i^t), w_2(1 - y(x_i^{t+1})), 1 - y(x_i^{t+1}), w_2(1 - y(x_i^{t+1}))) \} \), it will satisfy all dual constraints for edges \((i, t)\) at time \( t \) (and hence at all future times). We therefore have that the obtained dual’s cost upper bounds the optimal matching’s weight. To that end, we prove the following claim.

Claim G.3. The changes to the weighted algorithm’s dual and primal values at each time \( t \) satisfy

\[
(\Delta P)_t \geq \frac{11}{21} \cdot (\Delta D)_t.
\]

Before providing the (rather tedious) proof of the above claim, we note that it implies our claimed competitive ratio. Summing up over all time steps, we have that by Claim G.3 and weak duality, the primal gain (i.e., the fractional matching’s value) is at least

\[
P = \sum_t (\Delta P)_t \geq \frac{11}{21} \cdot \sum_t (\Delta D)_t = \frac{11}{21} \cdot D \geq \frac{11}{21} \cdot OPT.
\]

Proof of Claim G.3. Dropping the subscript \( t \), since it will be clear from context, what we wish to prove is that for any online time \( t \) and each of the cases in the algorithm’s definition we have that \( \frac{\Delta D}{\Delta P} \leq 1 + \frac{10}{11} \). We next analyze all cases, showing that in all cases the change in the primal value divided by the dual cost is at most \( 1 + \frac{10}{11} \).
Case 1 \((x_1 = 0, x_2 = 0)\): In this case we can assume wlog that \(w_1 = 1\) and \(w_2 \geq 1\). If \(w_2 \leq \frac{1}{1-y_1} = \frac{38}{19}\) then, \(x_1 = x_2 = \frac{1}{2}\). The value of the online node can be at most \(\max\{1, w_2(1 - y_1)\} \leq 1\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 + y_1 + w_2 y_1}{\frac{1}{2}(1 + w_2)} \leq \frac{1 + y_1 + y_1}{1} = 1 + \frac{10}{11}.
\]
If \(w_2 \geq \frac{1}{1-y_1}\) we set \(x_2 = 1\) and we may set the value of the online node to \(w_2\). In this case,
\[
\frac{\Delta D}{\Delta P} = \frac{1 + w_2}{w_2} \leq \frac{1 + \frac{1}{1-y_1}}{1-y_1} = 2 - y_1 = 1 + \frac{6}{11}.
\]
Case 2 \((x_1 = \frac{1}{2}, x_2 = \frac{1}{2})\): In this case we can assume wlog that \(w_1 = 1\) and \(w_2 \geq 1\). If \(w_2 \leq \frac{1-y_2}{1-y_1} = \frac{16}{7} \approx 5.3\) then, \(x_1 = x_2 = \frac{7}{8}\). The value of the online node can be set to at most \(\max\{1 - y_1, w_2(1 - y_1)\} \leq 1 - y_1\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 - y_1 + y_2 - y_1 + w_2(y_2 - y_1)}{\frac{3}{8}(1 + w_2)} \leq \frac{1 - y_1 + y_2 - y_1 + \frac{1(y_2 - y_1)}{1-y_2}}{\frac{3}{8}(1 + 1)} = 1 + \frac{10}{11}.
\]
If \(w_2 \geq \frac{1-y_2}{1-y_1}\) we set \(x_2 = 1\) and the value of the online node can be set to \(1 - y_1\). In this case,
\[
\frac{\Delta D}{\Delta P} = \frac{1 - y_1 + w_2(1 - y_1)}{\frac{1}{2}w_2} \leq \frac{1 - y_1 + \frac{(1-y_1)^2}{1-y_2}}{\frac{1}{2}1-y_2} = \frac{1 - y_2 + 1 - y_1}{0.5} = 1 + \frac{13}{44}.
\]
Case 3 \((x_1 = \frac{7}{8}, x_2 = \frac{7}{8})\): In this case we can assume wlog that \(w_1 = 1\) and \(w_2 \geq 1\). We set \(x_2 = 1\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 - y_2 + w_2(1 - y_2)}{\frac{1}{8}w_2} \leq \frac{2 - 2y_2}{\frac{1}{8}} = 1 + \frac{7}{11}.
\]
Case 4 \((x_1 = 0, x_2 = \frac{1}{2})\): Assume that \(w_1 = 1\) If \(w_2 \leq \frac{3}{7}\) then we set \(x_1 = 1\). In this case \(w_2(1 - y_1) \leq 1\) and so the online node can get value of \(w_2(1 - y_1)\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{w_2(1 - y_1) + 1}{1} \leq \frac{\frac{3}{7}(1 - y_1) + 1}{1} = 1 + \frac{9}{11}.
\]
If \(w_2 \geq \frac{3}{7}\) then we set \(x_1 = \frac{1}{2}, x_2 = 1\). In this case we may set the online node to 1. Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 + y_1 + w_2(1 - y_1)}{\frac{1}{2}(1 + w_2)} \leq \frac{1 + y_1 + \frac{3}{7}(1 - y_1)}{\frac{1}{2}(1 + \frac{3}{7})} = 1 + \frac{9}{11}.
\]
Case 5 \((x_1 = 0, x_2 = \frac{7}{8})\): Assume that \(w_1 = 1\) If \(w_2 \leq 5.5\) then we set \(x_1 = 1\). In this case \(w_2(1 - y_2) \leq 1\) and we may set the online node to \(w_2(1 - y_2)\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{w_2(1 - y_2) + 1}{1} \leq \frac{5.5(1 - y_2) + 1}{1} = 1 + \frac{9}{16}.
\]
If \(w_2 \geq 5.5\) then we set \(x_1 = \frac{7}{8}, x_2 = 1\). In this case we may set the online node to 1. Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 + y_2 + w_2(1 - y_2)}{\frac{7}{8} + \frac{3}{8}w_2} \leq \frac{1 + y_2 + 5.5(1 - y_2)}{\frac{7}{8} + \frac{5.5}{8}} \approx 1.57.
\]
Case 6 \((x_1 = \frac{1}{2}, x_2 = \frac{7}{8})\): Assume that \(w_1 = 1\). If \(w_2 \leq 4\) then we set \(x_1 = 1\). In this case \(w_2(1 - y_2) \leq 1\) and we may set the online node to \(w_2(1 - y_2)\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{w_2(1 - y_2) + 1 - y_1}{\frac{1}{2}} \leq \frac{4(1 - y_2) + 1 - y_1}{\frac{1}{2}} = 1 + \frac{10}{11}.
\]
If \(w_2 \geq 4\) then we set \(x_2 = 1\). In this case we may set the online node to \(w_2\). Thus,
\[
\frac{\Delta D}{\Delta P} = \frac{1 - y_1 + w_2(1 - y_2)}{\frac{1}{8} w_2} \leq \frac{1 - y_1 + 4(1 - y_2)}{\frac{4}{5}} = 1 + \frac{10}{11}.
\]

Case 7 \((x_1 < 1, x_2 = 1)\): In this case we may set the online node to 0. Then,
\[
\frac{\Delta D}{\Delta P} = \frac{1 - y(x_1)}{1 - x_1} \leq \frac{12}{11}.
\]

### H Construction of Small-Bias Probability Spaces

In this section we prove Lemma 2.3 for the sake of completeness, as it pertains to the construction of \((\delta, k)\)-dependent distributions with \(\delta > 0\) that we use.

**Lemma 2.3.** For any \(\delta > 0\), a \((\delta, k)\)-dependent joint distribution on \(n\) binary variables can be constructed using \(\log \log n + O(k + \log(\frac{1}{\delta}))\) random bits. Moreover, after polytime preprocessing, each random variable in this distribution can be sampled in \(O(k \cdot \log n)\) time.

We describe a construction suggested by Naor and Naor [48]. Consider a distribution \(D\) over \(\{0, 1\}^n\) random variables.

**Definition H.1.** The bias of a subset \(S \subseteq \{1, \ldots, n\}\) for a distribution \(D\) is
\[
\text{bias}_D(S) := \left| \Pr_D \left[ \sum_{i \in S} x_i \equiv 0 \pmod{2} \right] - \Pr_D \left[ \sum_{i \in S} x_i \equiv 1 \pmod{2} \right] \right|.
\]

We say that \(D\) is \(k\)-wise \(\epsilon\)-biased if for every \(S \subseteq \{1, \ldots, n\}\) of size at most \(|S| \leq k\), we have \(\text{bias}_D(S) \leq \epsilon\). It is shown by Naor and Naor [48] that random variables that are \(k\)-wise \(\epsilon\)-biased are also \((\delta, k)\)-dependent for \(\delta = 2^k \cdot \epsilon\).

A construction by [6] for uniform \(k\)-wise random variables goes as follows. Let \(v_1, \ldots, v_n \in \{0, 1\}^h\) be vectors that are linearly \(k\)-wise independent over GF[2], with \(h = \frac{k}{2} \log n\). Such vectors are known to exist, and moreover can be constructed in polynomial time (e.g., rows of a parity check matrix of a BCH code). Choose \(r \in \{0, 1\}^h\) uniformly at random and define \(x_i := \langle v_i, r \rangle\), for \(i = 1, \ldots, n\). It is easy to see that the resulting random variables \(x_1, x_2, \ldots, x_n\) over \(\{0, 1\}^n\) are \(k\)-wise independent.

To construct \(k\)-wise \(\epsilon\)-biased random variables, Naor and Naor [48] use the same construction as above, except that \(r\) is now sampled from an \(\epsilon\)-biased distribution over \(h\) random variables (instead of a uniformly i.i.d. source).

**Claim H.2.** The \(n\) random variables constructed by sampling \(r\) from an \(\epsilon\)-biased source are \(k\)-wise \(\epsilon\)-biased random variables.
Proof. For every subset $S$ of cardinality at most $|S| \leq k$, we have

$$
\sum_{i \in S} x_i = \sum_{i \in S} (v_i, r) = r \cdot \sum_{i \in S} v_i = r \cdot M_S,
$$

where $M_S \triangleq \sum_{i \in S} v_i$. Since the vectors are $k$-wise independent, $M_S \neq \vec{0}$. Denoting by $I \subseteq [h]$ the set of indices $i$ for which $(M_S)_i = 1$, we have

$$
\text{bias}(S) = \left| \Pr \left[ \sum_{i \in S} x_i \equiv 0 \pmod{2} \right] - \Pr \left[ \sum_{i \in S} x_i \equiv 1 \pmod{2} \right] \right| = \left| \Pr \left[ r \cdot M_S \equiv 0 \pmod{2} \right] - \Pr \left[ r \cdot M_S \equiv 1 \pmod{2} \right] \right| = \left| \Pr \left[ \sum_{i \in I} r_i \equiv 0 \pmod{2} \right] - \Pr \left[ \sum_{i \in I} r_i \equiv 1 \pmod{2} \right] \right| \leq \epsilon.
$$

Thus, the number of $\epsilon$-biased random variables required for the construction is $h = k \log n$. The cardinality of a sample space of an $\epsilon$-biased distribution over $h$ variables constructed by [48] is linear in the number of random variables. Specifically, it is of size $O(h/\epsilon^3)$. Therefore, we need $\log(O(h/\epsilon^3))$ random bits to sample uniformly at random from this distribution, from which we obtain $r$. Finally, in order to compute any $x_i = \langle v_i, r \rangle$, we only spend $O(h) = O(k \cdot \log n)$ time. As mentioned before, the vectors $v_i$ can be computed in polynomial time [48]. This concludes the proof of Lemma 2.3, since to obtain $(\delta, k)$-dependence, we need $\delta \leq 2^{\frac{k}{2}} \cdot \epsilon$, and so picking $\epsilon = \delta \cdot 2^{-\frac{k}{2}}$ yields a $(\delta, k)$-dependent distribution, using $\log(O(h/\epsilon^3)) = \log \log n + O(k + \log(1/\delta)) + O(1)$ random bits.
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