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Deep Learning: Burning Hot!

4Credit: D. Donoho/ H. Monajemi/ V. Papyanά{ǘŀǘǎ оурέϪ{ǘŀƴŦƻǊŘ



Deep Learning
5ŜŜǇ ƭŜŀǊƴƛƴƎ ƛǎ άŀƭŎƘŜƳȅέ 
- Ali Rahimi, NIPS 2017



Deep Learning

What are still challenging
Learning from limited or/and weakly labelled data

Learning from data of different types

Theoretical guidance, transparency

Should we expect rigorous mathematical analysis of deep learningΚ aŀȅōŜΣ ōǳǘΧ

We also wish to allow the possibility than an engineer or 
team of engineers may construct a machine which works, but
whose manner of operation cannot be satisfactorily 
describedby its constructors because they have applied a 
method which is largely experimentalςAlan M. Turing



What are still challenging
Learning from limited or/and weakly labelled data

Learning from data of different types

Theoretical guidance, transparency

²Ŝ ǇǊƻōŀōƭȅ ǎƘƻǳƭŘ ŦƛǊǎǘ ŦƛƴŘ άŦǊŀƳŜǿƻǊƪǎέ ŀƴŘ άƭƛƴƪǎέ ǿƛǘƘ ƳŀǘƘŜƳŀǘƛŎǎ.

Deep Learning

Deep Network

Network Architecture

Network Training

Differential Equations (DE)

Numerical DE

Optimal Control



Deep Neural Networks 
and Numerical ODE
NETWORK STRUCTURE DESIGN



Depth Neural Network

Ὢ Ὢ ὪỄ ὼ

Deep Neural Network

A Dynamic System?



Motivation

●▪ ●▪ █●▪

Deep Residual Learning(@CVPR2016)

●◄ █●

Forward Euler Scheme

- WeinanE. A Proposal on Machine Learning via Dynamical Systems. Communications in 
Mathematical Science, 2017.

- Haber E, RuthottoL. Stable architectures for deep neural networks[J]. Inverse Problems, 2017.
- Bo C, MengL, et al. Reversible Architectures for Arbitrarily Deep Residual Neural Networks, 

AAAI 2018
- Lu Y. et al., Beyond Finite Layer Neural Network: Bridging Deep Architects and Numerical 

Differential Equations, ICML 2018.



Motivation

Theoretical Convergence Results is built in:
Thorpe, Matthew, and Yves van Gennip. "Deep Limits of Residual Neural Networks."arXiv
preprint arXiv:1810.11741(2018).
A New Generalization Perspective From Control:
Han, Jiequn, and QianxiaoLi. "A mean-field optimal control formulation of deep learning."arXiv
preprint arXiv:1807.01083(2018).

●▪ ●▪ █●▪

Deep Residual Learning(@CVPR2016)

●◄ █●

Forward Euler Scheme



Depth Revolution

Deeper And Deeper



Depth Revolution

Going into
infinite layer

Differential Equation 
As Infinite Layer 
Neural Network



Polynet(@CVPR2017)

(b) Polynet

Zhang X, Li Z, Loy C C, et al. PolyNet: A Pursuit of Structural Diversity in Very Deep Networks. CVPR 2017

Revisiting previous efforts in deep learning, we found that 
diversity, another aspect in network design that is relatively 
less explored, also plays a significant role

PolyStrure: ὼ ὼ Ὂὼ ὊὊὼ

Backward Euler Scheme:
ὼ ὼ Ὂὼ ᵼὼ Ὅ Ὂ ὼ

Approximate the operator Ὅ Ὂ by Ὅ Ὂ Ὂ Ễ



FractalNet(@ICLR2017)

fc

fc

fc

conv

Larsson G, Maire M, Shakhnarovich G. FractalNet: Ultra-Deep Neural Networks without Residuals. ICLR 2017.

Runge-Kutta
Scheme(2order)

ὼ
Ὧὼ Ὧ Ὧὼ Ὢὼ ὪὯὼ Ὢὼ



ODE: Infinite Layer Neural Network 

Dynamic System Neural Network

Continuous limit Numerical Approximation

WRN, ResNeXt, Inception-ResNet, PolyNet, SENetetcΧΧ Υ 
New scheme to Approximate the right hand side term
Why not change the way to discrete ό?

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018



Experiment

●▪ ●▪ █●▪

●◄ █●

@Linear Multi-step Residual Network

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018



Experiment

●▪ ●▪ █●▪

@Linear Multi-step Residual Network

●◄ █● ●▪ ▓▪●▪ ▓▪●▪ █●▪

Linear Multi-step Scheme

Linear Multi-step Residual Network

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018
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convScale 1-kScale k

(b)Linear Multi-step ResNet(a) ResNet

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018
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(b)Linear Multi-step ResNet(a) ResNet

Only One More 
Parameter

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018



Experiment

@Linear Multi-step Residual Network

(a)Resnet (b)LM-Resnet

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018



Experiment

@Linear Multi-step Residual Network



Explanation on the performance boost via modified equations

@Linear Multi-step Residual Network

▓▪ ◊ ▓▪
◄
◊▪ █◊●▪ ▓▪●▪ ▓▪●▪ Ἴ█●▪

●▪ ●▪ Ἴ█●▪

ResNet

LM-ResNet

◊
Ἴ
◊▪ █◊

[1] Dong B, Jiang Q, Shen Z. Image restoration: wavelet frame shrinkage, nonlinear evolution PDEs, and beyond. 

Multiscale Modeling and Simulation: A SIAM Interdisciplinary Journal 2017.

[2] Su W, Boyd S, Candes E J. A Differential Equation for Modeling Nesterov's Accelerated Gradient Method: Theory 

and Insights. Advances in Neural Information Processing Systems, 2015.

[3] A. Wibisono, A. Wilson, and M. I. Jordan. A variational perspective on accelerated methods in 

optimizationProceedings of the National Academy of Sciences 2016.



Plot The Momentum

@Linear Multi-step Residual Network

▓▪ ◊ ▓▪
◄
◊▪ ▫ ◄ █◊

Learn A Momentum

●▪ ▓▪●▪ ▓▪●▪ Ἴ█●▪



Plot The Momentum

@Linear Multi-step Residual Network

▓▪ ◊ ▓▪
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◊▪ ▫ ◄ █◊

Learn A Momentum

●▪ ▓▪●▪ ▓▪●▪ Ἴ█●▪



Connection to stochastic dynamic

Noise can avoid overfit?

Dynamic System

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018



GastaldiX. Shake-Shake regularization. ICLR Workshop Track2017.

●▪ ●▪ Ɫ█ ● Ɫ█ ●ȟⱢḐ╤ ȟShake-Shake regularization

Apply data augmentation 
techniques to internal 
representations.

●▪ █ ●▪ █ ●▪ █ ●▪ Ɫ █ ●▪ █ ●▪

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018

Connection to stochastic dynamic



Huang G, Sun Y, Liu Z, et al. Deep Networks with Stochastic Depth ECCV2016.

●▪ ●▪ Ɫ▪█●Deep Networks with Stochastic Depth 

�d�}���Œ�����µ�������š�Z�������+�����š�]�À�����o���v�P�š�Z���}�(��
a neural network during training, 
we randomly skip layers entirely. 

●▪ ╔Ɫ▪█●▪ Ɫ▪ ╔Ɫ▪█●▪

Lu, Yiping, et al. "Beyond finite layer neural networks: Bridging deep architectures and numerical differential 
equations."ICML 2018

Connection to stochastic dynamic


