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Global Convergence Proof Of NN

m Neural Tangent Kernel([Jacot et al.2019]):Linearize the model
AN(E) = NN (Binit)+ < Vi (Ginit), € — Binit >

Q Stanford

University

2prime A Mean Field Analysis Of Deep ResNet: 04/2020 1/12



Global Convergence Proof Of NN

m Neural Tangent Kernel([Jacot et al.2019]):Linearize the model
AN (8) = INN(Binit)+ < Vahun(Ginit), € — Ginit >
m Pro: can provide proof of convergence for any structure of NN. ([Li et
al. 2019])
m Con: Feature is lazy learned, i.e. not data dependent. ([Chizat and
Bach 2019.][Ghorbani et al.2019])
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m Neural Tangent Kernel([Jacot et al.2019]):Linearize the model
AN (8) = INN(Binit)+ < Vahun(Ginit), € — Ginit >
m Pro: can provide proof of convergence for any structure of NN. ([Li et

al. 2019))
m Con: Feature is lazy learned, i.e. not data dependent. ([Chizat and

Bach 2019.][Ghorbani et al.2019])

m Mean Field Regime([Bengio et al.2006][Bach et al.2014][Suzuki et
al.2015]): We consider properties of the loss landscape with
respect to the distribution of weights L(p) = |[Eq-,9(8, X) — f(x)]|3,
the objective is a convex function
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Global Convergence Proof Of NN

m Neural Tangent Kernel([Jacot et al.2019]):Linearize the model
AN () = AN (Binit) + <Voin(Binit), € — Oinit >
m Pro: can provide proof of convergence for any structure of NN. ([Li et

al. 2019])
m Con: Feature is lazy learned, i.e. not data dependent. ([Chizat and

Bach 2019.][Ghorbani et al.2019])

m Mean Field Regime([Bengio et al.2006][Bach et al.2014][Suzuki et
al.2015]): We consider properties of the loss landscape with
respect to the distribution of weights L(p) = [|Eg.,9(8, x) — f(x)|3,
the objective is a convex function

m Pro: SGD = Wasserstein Gradient Flow ([Mei et al.2018][Chizat et
al.2018][Rotskoff et al.2018])
m Con: Hard to generalize beyond two layer
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Neural Ordinary Differential Equation

First-order ODE | | — Numer,lcal solver: — | ResNet |

[He et al. 2015]
ﬂ = F(x,1), X1 = X+ 7F(xp1), X1 = X+ F(xp1),
di [E. 2017] [Haber et al. 2017]
x(0) = xp, xo = x(0),x, = x(r1), ..y = step size [y et al. 2017] [Sho et al

2017] [Chen et al. 2018]

Figure: ResNet can be seen as the Euler discretization of a time evolving ODE
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Neural Ordinary Differential Equation

First-order ODE | | — Numerylcal solver: — | ResNet |

[He et al. 2015]
ﬂ = F(x,1), X1 = X+ VF(xp 1), X4 = X+ F(Xh 1)
di [E. 2017] [Haber et al. 2017]
x(0) = xp, xo = x(0),x, = x(r1), ..y = step size [y et al. 2017] [Sho et al

2017] [Chen et al. 2018]

Figure: ResNet can be seen as the Euler discretization of a time evolving ODE

m Limit of depth— o

m This analogy does not directly provide guarantees of global
convergence even in the continuum limit.
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Mean Field ResNet

Our Aim: Provide a new continuous limit for ResNet with good limiting
landscape.

Idea:We consider properties of the loss landscape with respect to the
distribution of weights.
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Mean Field ResNet

Our Aim: Provide a new continuous limit for ResNet with good limiting
landscape.

Idea:We consider properties of the loss landscape with respect to the
distribution of weights.

X, (x,1) = [ fX(x, 1), 0)p(6, )0
0

Here:
m Input data is the initial condition X,(x,0) = (w», X)
m X is the feature, t represents the depth. > Scanford
m Loss function:E(p) = IEXN,,B ((wy, Xo(x, 1)) — y(x))Q] University
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Adjoint Equation
To optimize the Mean Field model, we calculate the gradient % via the adjoint
sensitivity method.

The loss function can be written as
1
ExuE(X;p) == EXNM§\<W1 Xo(x,1)) — x)] (1)

where X, satisfies the equat/onX x,t) = [ {(X:(x, t),0)p(8, t)db,
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Adjoint Equation
To optimize the Mean Field model, we calculate the gradient % via the adjoint
sensitivity method.

The loss function can be written as
Ex~uE(X; p) _EXN“Z‘ wi, Xo(x, 1)) — x)] (1)

where X, satisfies the equat/onX (x.t) = [o (X ,p(8, 1)do,

Adjoint Equation. The gradient can be represented as a second
backwards-in-time augmented ODE.

Po(X, 1) = =8xHo(Pp. X, 1)

— (1) / Vxf(Xo(x, 1), 0)p(6, 1),
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Here the Hamiltonian is defined as H,(p, x, t) = p(x, t) - [ f(x,8)p(8, t)db.
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Adjoint Equation

Theorem

8))po(x, t), where p, is the solution

FOfp € P? /et (6 t) = ]EXN/J ( ( )
— —po(x. 1) [ Vxf(Xo(x, 1), 6)p(6, )d6.

to the backward equation p(x, t)
Then for everyv € P2, we have

E(p+ Av —p)) = E(0) + A <55—’j v —p)> o)

for the convex combination (1 — A)p + Av € P? with A € [0,1].

Adjoint equation is equivalent to the back propagation

Li Q, Chen L, Tai C, et al. Maximum principle based algorithms for deep
learning. JMLR 2019

Zhang D, Zhang T, Lu Y, et al. You only propagate once: Painless adversarial
training using maximal principle Neurips2019
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Deep Residual Network Behaves Like an
Ensemble Of Shallow Models

)
x'=x0+ 7/ a(6°%%)0°(6°)d6°.
L Jg0
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Deep Residual Network Behaves Like an
Ensemble Of Shallow Models

)
x'=x0+ 7/ a(6°%%)0°(6°)d6°.
L Jg0

1 1
X2 =x0 4+ i /0 o(8°%%)e°(6°)a6° + /1 o' (X0 + i /0 o(8°%%)0°(6°)d6°))0" (6" )d6"
%) 6 o)

1 1 1
— X0 4 7/ o(68°X°)e® (6%) 6P + 7/ o(6'X%)0" (6")d6" + 7/ vU(e‘xo)e‘(/ o(8°X°)e°(6%)d6%)p" (67) a6
L Jg0 L Jet L2 Jo, 60

+ h.o.t.

@ Stanford

: University

2prime A Mean Field Analysis Of Deep ResNet: 04/2020 6/12



Deep Residual Network Behaves Like an
Ensemble Of Shallow Models

1,
x'=x0+ 7/ a(6°%%)0°(6°)d6°.
L Jg0

1 1
X2 =x0 4+ i /0 o(8°%%)e°(6°)a6° + /1 o' (X0 + i /0 o(8°%%)0°(6°)d6°))0" (6" )d6"
%) 6 o)

1 1 1
— X0 7/ o(68°X°)e® (6%) 6P + 7/ o(6'X%)0" (6")d6" + 7/ vU(e‘xo)e‘(/ o(8°X°)e°(6%)d6%)p" (67) a6
L Jg0 L Jet L2 Jo, 60

+ h.o.t.

ferafing this expansion gives rise fo

1 L] 1
Xt~ x0 4 n > /U(GXO)pa(S)dG 5> / / Vo (6°X%)6°0 (67 X°)0? (6°)0%(6%)d6°67 + h.o.t.
a=0" >a

2
L b
S

Veit A, Wilber M J, Belongie S. Residual networks behave like

4 ensembles of relatively shallow networks. Advances in neural
information processing systems. 2016: 550-558.
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Deep Residual Network Behaves Like an
Ensemble Of Shallow Models

Difference of back propagation process of two-layer net and
ResNet.
Two-layer Network ResNet

8E 6E
5 00 = a0, )X =y () 55(8,1) = Exel (Xo(x, 1), 0))Po (X, 1)
We aim to show that the two gradient are similar.
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Deep Residual Network Behaves Like an
Ensemble Of Shallow Models

Difference of back propagation process of two-layer net and
ResNet.

Two-layer Network ResNet
SE y=
55 80 = Bl (. 0)06 —Y(0) 5 (6.1) = Exef(Xp(x, 1) 0))po(x. 1

We aim to show that the two gradient are similar.

The norm of the solution to the adjoint equation can be bounded by

the loss
1P, 1) > e~ (CHCNE(p), vt € [0,1]
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Local = Global

Theorem

If E(p) > 0 for distribution p € P? that is supported on one of the
nested sets Q;, we can always construct a descend directionv € P?,

ie. SE
l/len;z <$ (v— p)> <0
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Local = Global

If E(p) > 0 for distribution p € P? that is supported on one of the
nested sets Q;, we can always construct a descend directionv € P?,

ie. SE
l/len;z <$ (v— p)> <0

Corollary

Consider a stationary solution to the Wasserstein gradient flow which
is full support(informal), then it's a global minimizer.
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Numerical Scheme

We may consider using a parametrization of p with n particles as

256 ]1[7'1 /](t

The characteristic function L7, - can be viewed as a relaxation of the
Dirac delta mass &.,(1).

Given: A collection of residual blocks (8, T;)7,

while training do
Sort (8;,7;) based on T; to be (¢',7') where 70 < - .- < 7",
Define the ResNet as X1 = X* + (¢ — 7)o (*X*) for 0 < £ <n.
Use gradient descent to update both ¢ and '.

end while
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Numerical Results

| Vanilla | mean-field | Dataset

ResNet20 8.75 8.19 CIFAR10
ResNet32 7.51 7.15 CIFAR10
ResNetd4 717 6.91 CIFAR10
ResNet56 6.97 6.72 CIFAR10
ResNet110 6.37 6.10 CIFAR10
ResNet164 5.46 5.19 CIFAR10
ResNeXt29(864d) | 17.92 | 1753 | CIFAR100
ResNeXt29(1664d) | 17.65 | 16.81 | CIFAR100

Table: Comparison of the stochastic gradient descent and mean-field training
(Algorithm 1.) of ResNet On CIFAR Dataset. Results indicate that our method

our performs the Vanilla SGD consistently.
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Take Home Mess29g - zrewaommmomsTmr—

d for deep resnet

X,(x, t) = /0 f(Xo(x, t), 8)p(8, 1)d8,

with initial X,(x,0) = (wz, x)
m Local minimizer is global in £, space.

m A potential scheme to approximate.
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Take Home Mess29 - arewwmmmsmstmr—
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for deep resnet

X,(x, t) = /0 f(Xo(x, t), 8)p(8, 1)d8,

with initial X,(x,0) = (wz, x)
m Local minimizer is global in £, space.
m A potential scheme to approximate.
TO DO List.

m Analysis of Wasserstein gradient
flow. (Global Existence)

m Refined analysis of numerical scheme

m h.o.tin the expansion from ResNet to

ensemble of small networks.
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Reference: Yiping Lu*, Chao Ma, Yulong Lu, Jianfeng Lu, Lexing Ying. "A
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Optimization Via Overparameterization From Depth" arXiv:2003.05508
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