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Abstract

Variants of the facility location problems have been studied extensively in the operations research and management science literatures and have received considerable attention in the area of approximation algorithms. The result of this paper is twofold. First, we give an almost linear running time version of the authors’ [20] 1.52-approximation algorithm for the uncapacitated facility location problem (UFLP). The improvement is obtained by a new analysis of the algorithm, and by a recent result of [28]. Therefore, the 1.52-approximation algorithm not only possesses the currently best approximation ratio but also the fastest running time. Secondly, we define the concept of the trade-off approximate reduction. Then, we use the reduction and the result of UFLP to develop improved approximation ratios for several other location problems. In particular, we show that the soft-capacitated facility location problem can be approximated by a factor of 2, and this ratio is tight in the sense that a natural linear programming relaxation has an integral gap 2.

1 Introduction

Variants of the facility location problems have been studied extensively in the operations research and management science literatures and have received considerable attention in the area of approximation algorithms [24]. The metric uncapacitated facility location problem (UFLP) is one in which we are given a set \(F\) of facilities and a set \(C\) of cities, the cost \(f_i\) for opening facility \(i \in F\), and connection cost \(c_{ij}\) for connecting client \(j\) to facility \(i\). The objective is to open a subset of the facilities in \(F\), and connect each city to an open facility so that the total cost is minimized. We assume that the connection costs are metric, meaning that they are symmetric and satisfy the triangle inequality.

Since the first constant factor approximation algorithm due to Shmoys, Tardos and Aardal [25], a large number of approximation algorithm have been proposed for UFLP [26, 14, 15, 19, 27, 16, 1, 3, 4, 5, 10, 16, 18], and the current best known approximation factor is 1.52 given by Mahdian, Ye and Zhang [20]. Regarding hardness results, Guha and Khuller [10] proved that it is impossible to get an approximation guarantee of 1.463 for UFLP, unless \(\text{NP} \subseteq \text{DTIME}[n^{O(\log \log n)}]\).

The growing interests in UFLP rely not only on its applications in a large number of settings [7], but also the fact that UFLP is one of the most basic models among discrete location problems.
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The insights gained in dealing with UFLP may also apply to more complicated location models, and in many cases the latter can be reduced directly to UFLP.

The goal of this paper is twofold. First, we show that UFLP can be approximated by a factor of 1.52 in $O(m \ln(n))$ times where $m := |\mathcal{F}| \cdot |\mathcal{C}|$ and $n := |\mathcal{F}| + |\mathcal{C}|$. This improves the previous running time $O(n^3)$ of the 1.52-approximation algorithm of Mahdian et al [20]. The algorithm of [20] consists of two phases, where the first phase is the greedy algorithm of Jain, Mahdian and Saberi [15], and the second phase is the greedy augmentation procedure of Guha and Khuller [10] (also see Charikar and Guha [3]). Thorup [28] recently shows that the greedy algorithm of [15] can be implemented in $O(m \ln(n))$ times. Based on his analysis, we show that the first phase of the 1.52 algorithm can be also implemented in $O(m \ln(n))$ times. More interestingly, we give a new analysis or interpretation of the greedy augmentation procedure of [10, 3] and show that it can be done in $O(m)$ times without a negative effect on the overall approximation factor of 1.52. Thus, the 1.52 algorithm can be implemented in $O(m \ln(n))$ times; and the algorithm not only possesses the currently best approximation ratio, but also runs in almost linear time—currently the fastest. Furthermore, we show that the approximation ratio is given by the optimal value of a single linear program, the so-called factor revealing LP. Therefore, by constructing the worst-case LP solution, it is possible to give a tight example for the 1.52-approximation algorithm.

The second goal is to show how the 1.52 approximation result for UFLP can be extended for approximating many facility location variants who are special cases of the generalized facility location problem (GFLP). As in UFLP, in GFLP we are given a set $\mathcal{F}$ of facilities, a set $\mathcal{D}$ of clients, and metric connection cost $c_{ij}$ for connecting client $j$ to facility $i$. The difference is in the facility cost $f_i$ to open $i \in \mathcal{F}$: it is a function of $k$, $f_i(k)$, where $k$ the number of clients are assigned to $i$ and $f(0) = 0$. The objective again is to connect each city to a facility such that the total connection and facility costs is minimized. This problem was defined and studied for non-metric connection costs in [13]. The special case, where $f_i(k)$ is a constant for $k \geq 1$, is exactly the UFLP. In the capacitated facility location problem with soft capacities [25, 18, 16, 20], we have $f_i(k) = a_i \lfloor k/u_i \rfloor$ for constants $a_i$ and $u_i$; in the capacitated facility location problem with hard capacities [25, 18, 21] $f_i(k) = a_i$ for $1 \leq k \leq u_i$ and $f_i(k) = \infty$ for $k > u_i$; in load-balanced facility location problem [17, 11] $f_i(k) = \infty$ for $1 \leq k < l_i$ and $f_i(k) = a_i$ for $k \geq l_i$; and in the concave facility location problem [13] $f_i(k)$ is a general concave function for $k \geq 1$.

The approximation algorithms for UFLP have been serving as the key to design algorithms for many special cases of GFLP or related problems by reducing the latter to UFLP. Motivated by the idea of trade-off approximation for UFLP, we define the concept of the trade-off approximate reduction, and use it to show improved approximation ratios for the soft-capacitated facility location problem, a generalization of this problem, and a couple of other facility location problems. Under the framework of the trade-off approximate reduction, the improvements for some of these problems are straightforward.

In particular, we show that the soft-capacitated facility location problem (SFLP) can be approximated by a factor of 2, and the ratio is tight in the sense that the linear programming relaxation of this problem has an integrated gap of 2. In the SFLP, there is an upper bound $u_i$ on the number of clients that can be served by facility $i$. However, we are allowed to open multiple copies of this facility. If $r$ copies of facility $i$ are opened, then the total cost for opening the $r$ copies will be $r \cdot f_i$. In other words, if $k$ clients have been assigned to $i$, then the total cost of this facility will be $\lceil \frac{k}{u_i} \rceil f_i$. This problem is also known as facility location problem with integer decision vari-
ables in the operations research literature, see [2]. Chudak and Shmoys [6] gave a 3-approximation algorithm for SFLP with uniform capacities using LP rounding, i.e., \( u_i = u \) for all \( i \in \mathcal{F} \). For non-uniform capacities, Jain and Vazirani [16] showed how to reduce this problem to UFLP, and by solving the UFLP through a primal-dual algorithm, they obtained a 4-approximation. A local search algorithm proposed by Arya et al [1] had an approximation ratio \( 3^{72} \). Charikar and Guha [3] proved that any \( \rho \)-approximation algorithm for UFLP implies a \( 2\rho \)-approximation for SFLP, thus a \( 3^{114} \)-approximation algorithm followed from the result of [20]. Following the same approach of [16], Jain, Mahdian and Saberi showed that SFLP could be approximated by a factor of 3 using a greedy algorithm. This result was further improved by [20] which generalized the reduction of [16] and [3] and established a \( 2^{218} \)-approximation for SFLP. (For related soft-capacitated problems, see [8] and [9].)

The rest of this paper is organized as follows: In Section 2 we present the necessary definitions and notations. Then, we present a new analysis on the MYZ algorithm and show how it can be implemented in \( \mathcal{O}(m \ln(n)) \) times in Section 3. In Section 4 we present a lemma on the approximability of the linear-cost facility location problem. In Section 5 we define the concept of reduction between facility location problems, which together with the lemma proved in Section 4, are used to approximate the soft capacitated facility location problem and a generalization of it. Finally, in Section 6 we show how similar reductions can be used to obtain improved approximation algorithms for other well-studied facility location problems.

## 2 Definitions and Notations

### Metric generalized facility location problem (GFLP)

Let \( G \) be a bipartite graph with bipartition \( (\mathcal{F}, \mathcal{C}) \) and edge set \( \mathcal{E} \), where \( \mathcal{F} \) is the set of facilities and \( \mathcal{C} \) is the set of cities. Suppose also that \( |\mathcal{C}| = n_c \) and \( |\mathcal{F}| = n_f \). Thus, the total number of vertices in the graph is \( n = n_c + n_f \) and the total number of edges is \( m = n_c \times n_f \). Let \( f_i(k) \) be the cost of opening facility \( i \) as a function of the number of cities that it serves in a solution, and \( c_{ij} \) be the cost of connecting city \( j \) to facility \( i \). The connection costs are metric. A solution to the problem is a function \( \phi : \mathcal{C} \rightarrow \mathcal{F} \) assigning each city to a facility. The facility cost \( f(\phi) \) of the solution \( \phi \) is defined as \( \sum_{i \in \mathcal{F}} f_i(|\{ j : \phi(j) = i \}|) \), i.e., the total cost for opening facilities. The connection cost (a.k.a. service cost) \( c(\phi) \) of \( \phi \) is \( \sum_{j \in \mathcal{C}} c_{\phi(j),j} \), i.e., the total cost of opening each city to its assigned facility. The objective is to find a solution \( \phi \) that minimizes the sum \( f(\phi) + c(\phi) \).

### Metric uncapacitated facility location problem (UFLP)

is a special case of GFLP in which all facility costs are of the following form: for each \( i \in \mathcal{F} \), \( f_i(k) = 0 \) if \( k = 0 \), and \( f_i(k) = f_i \) if \( k > 0 \), where \( f_i \) is a constant.

The 1.52-approximation algorithm of Mahdian, Ye, and Zhang [20] is built upon an earlier 1.61-approximation algorithm of Jain, Mahdian, and Saberi [15]. We denote these two algorithms by the MYZ and the JMS algorithms, respectively. The analyses of both of these algorithms have the feature that allow the approximation factor for the facility cost to be different from the approximation factor for the connection cost (In fact, there is a tradeoff between the approximation factor for facility costs and the approximation factor for connection costs). The following definition captures this notion.
**Definition 1** An algorithm is called a \((\gamma_f, \gamma_c)\)-approximation algorithm for GFLP, if for every instance \(I\) of GFLP, and for every solution \(SOL\) for \(I\) with facility cost \(F_{SOL}\) and connection cost \(C_{SOL}\), the cost of the solution found by the algorithm is at most \(\gamma_f F_{SOL} + \gamma_c C_{SOL}\).

Recall the following theorem of Jain et al. [15] on the approximation factor of the JMS algorithm. We will use this theorem in the next section to give a simpler analysis of the MYZ algorithm.

**Theorem A** [15]. Let \(\gamma_f \geq 1\) be fixed and \(\gamma_c := \sup_k \{z_k\}\), where \(z_k\) is the solution of the following optimization program (which we call the factor-revealing LP).

\[
\begin{align*}
\text{maximize} & \quad \frac{\sum_{i=1}^k \alpha_i - \gamma_f f}{\sum_{i=1}^k d_i} \\
\text{subject to} & \quad \forall 1 \leq i < k : \alpha_i \leq \alpha_{i+1} \\
& \forall 1 \leq j < i < k : r_{j,i} \geq r_{j,i+1} \\
& \forall 1 \leq j < i \leq k : \alpha_i \leq r_{j,i} + d_i + d_j \\
& \forall 1 \leq i \leq k : \sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^k \max(\alpha_i - d_j, 0) \leq f \\
& \forall 1 \leq j \leq i \leq k : \alpha_j, d_j, f, r_{j,i} \geq 0
\end{align*}
\]

Then the JMS algorithm is a \((\gamma_f, \gamma_c)\)-approximation algorithm for the UFLP.

### 3 Uncapacitated Facility Location Problem

In this section, we present a new analysis of the 1.52-approximation algorithm of Mahdian, Ye, and Zhang [20] for the UFLP. The analysis of the MYZ algorithm in [20] is based on combining a result of Jain et al. [15] (which is proved using factor-revealing LPs) with an analysis of a greedy augmentation procedure of Charikar et al. [3]. Here, we analyze the MYZ algorithm using a single factor-revealing LP. This gives us a new perspective on the MYZ algorithm. As a corollary, we use a recent result of Thorup [28] that the JMS possesses an \(O(m \ln(n))\) running time to improve the running time of the MYZ algorithm as well.

We begin by sketching the MYZ algorithm. The algorithm consists of two phases. In the first phase, we scale up the facility costs in the instance by a factor of \(\delta\) (which will be fixed later), and then run the JMS algorithm (see [15] for a description) on the modified instance. In addition to find a solution for the scaled instance, the JMS algorithm outputs the share of each city of the total cost of the solution. Let \(\alpha_j\) denote the share of city \(j\) of the total cost (Therefore the total cost of the solution is \(\sum_j \alpha_j\)). The main step in the analysis of the JMS algorithm is to prove that for any collection \(S\) of one facility \(A\) with opening cost \(\delta f\) (\(f\) in the original instance) and \(k\) cities with connection costs \(d_1, \ldots, d_k\) to \(A\) and shares \(\alpha_1, \ldots, \alpha_k\) of the total cost, the values \(\delta f\), \(d_j\)’s, \(\alpha_j\)’s and \(r_{j,i}\)’s (whose definition is omitted here, since we don’t need it) satisfy the inequalities (2)-(6), except that the inequality (5) is replaced by

\[
\forall 1 \leq i \leq k : \sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^k \max(\alpha_i - d_j, 0) \leq \delta f
\]
As a result, using a dual fitting argument, they prove Theorem A. In [28], Thorup proposed a $O(m \ln(n))$ implementation of the JMS algorithm, which has an approximation ratio $1.61 + \epsilon$ for any constant $\epsilon$. In Appendix A, we show that his algorithm has an performance guarantee of $(\gamma_f + \epsilon, \gamma_c + \epsilon)$, where $(\gamma_f, \gamma_c)$ are given by LP (1).

In the second phase of the MYZ algorithm we reduce the scaling factor $\delta$ continuously, until it gets to 1. If at any point during this process a facility could be opened without increasing the total cost (i.e., if the opening cost of the facility equals the total amount that cities can save by switching their “service provider” to that facility), then we open the facility and connect each city to its closest open facility. Of course, this phase cannot be implemented as it is described.

However, the second phase of the MYZ algorithm is equivalent to a greedy augmentation procedure of [10, 3], and, in fact, a lemma from [3] is used in [20] in order to analyze the second phase. Here we analyze the phase differently. First, we modify the second phase of the algorithm as follows: Instead of decreasing the scaling factor continuously from $\delta$ to 1, we decrease it discretely in $L$ steps where $L$ is a constant. Let $\delta_i$ denote the value of the scaling factor in the $i$'th step. Therefore, $\delta = \delta_1 > \delta_2 > \ldots > \delta_L = 1$. We will fix the value of of $\delta_i$'s later. After decreasing the scaling factor from $\delta_{i-1}$ to $\delta_i$, we consider facilities in an arbitrary order, and open those that can be opened without increasing the total cost. Note that the opening process can be completed in $m = n_c \times n_f$ running times for each $\delta_i$. Therefore, the whole second phase can be completed in $Lm = O(m)$ running times. This is in contrast to the greedy augmentation procedure which may need $O(m \cdot n)$ running times. We denote this algorithm now by MYZ$_L$. Clearly, if $L$ is sufficiently large, the algorithm MYZ$_L$ performs exactly the same as the MYZ algorithm.

In order to analyze the above algorithm, we need to add extra variables and inequalities to the inequalities (2), (3), (4), (7) and (6). Consider a collection $S$ of one facility and $k$ cities with variables $f, d_j, \alpha_j, r_{j,i}$ as defined above and in [15]. Let $r_{j,k+i}$ denote the connection cost that city $j$ in $S$ pays after we change the scaling factor to $\delta_i$ and process all facilities as described above (Thus, $r_{j,k+1}$ is just the connection cost of city $j$ after the first phase). Therefore, by the description of the algorithm, we have

$$\forall 1 \leq i \leq L : \sum_{j=1}^{k} \max(r_{j,k+i} - d_j, 0) \leq \delta_i f,$$

(8) since otherwise we could open the facility in $S$ and decrease the total cost.

Now, we compute the share of the city $j$ of the total cost of the solution that the MYZ$_L$ algorithm finds. In the first phase of the algorithm, the share of city $j$ of the total cost is $\alpha_j$. Of this amount, $r_{j,k+1}$ is spent on the connection cost, and $\alpha_j - r_{j,k+1}$ is spent on the facility costs. However, since the facility costs are scaled up by a factor of $\delta$ in the first phase, therefore the share of city $j$ of facility costs in the original instance is equal to $(\alpha_j - r_{j,k+1})/\delta$. After we reduce the scaling factor from $\delta_i$ to $\delta_{i+1}$ ($i = 1, \ldots, L - 1$), the connection cost of city $j$ is reduced from $r_{j,k+i}$ to $r_{j,k+i+1}$. Therefore, in this step, the share of city $j$ of the facility costs is $r_{j,k+i} - r_{j,k+i+1}$ with respect to the scaled instance, or $(r_{j,k+i} - r_{j,k+i+1})/\delta_{i+1}$ with respect to the original instance. Thus, at the end of the algorithm, the total share of city $j$ of facility costs is

$$\frac{\alpha_j - r_{j,k+1}}{\delta} + \sum_{i=1}^{L-1} \frac{r_{j,k+i} - r_{j,k+i+1}}{\delta_{i+1}}.$$
We also know that the final amount that city \( j \) pays for the connection cost is \( r_{j,k+L} \). Therefore, the share of the facility \( j \) of the total cost of the solution is:

\[
\frac{\alpha_j - r_{j,k+1}}{\delta} + \sum_{i=1}^{L-1} \frac{r_{j,k+i} - r_{j,k+i+1}}{\delta_{i+1}} + r_{j,k+L+1} = \frac{\alpha_j}{\delta} + \sum_{i=1}^{L-1} \left( \frac{1}{\delta_{i+1}} - \frac{1}{\delta_i} \right) r_{j,k+i}. \tag{9}
\]

This, together with a dual fitting argument similar to [15], imply the following.

**Theorem 1** Let \((\xi_f \geq 1, \xi_c)\) be such that \(\xi_c\) is an upper bound on the solution of the following maximization program for every \( k \).

\[
\text{maximize } \sum_{j=1}^{k} \left( \frac{\alpha_j}{\delta} + \sum_{i=1}^{L-1} \left( \frac{1}{\delta_{i+1}} - \frac{1}{\delta_i} \right) r_{j,k+i} \right) - \xi_f f
\]

subject to (2), (3), (4), (7), (8), (6)

Then, the MYZ\(_L\) algorithm is a \((\xi_f, \xi_c)\)-approximation algorithm for UFLP.

In the following theorem, we analyze the factor-revealing LP (10) and derive the main result of [20]. In order to do this, we need to set the values of \( \delta_i \)'s. Here, for simplicity of computations, we set \( \delta_i \) to \( \delta : \frac{L}{L-1} \); however, it is easy to observe that any choice of \( \delta_i \)'s such that the limit of \( \max_i(\delta_{i+1} - \delta_i) \) as \( L \) tends to infinity is zero, will also work. The proof is given in Appendix B.

**Theorem 2** Let \((\gamma_f, \gamma_c)\) be a pair given by the maximization program (1) in Theorem A, and \( \delta \) be an arbitrary number greater than or equal to 1. Then for every \( \epsilon \), if \( L \) is a sufficiently large constant, the MYZ\(_L\) algorithm is a \((\gamma_f + \ln(\delta) + \epsilon, 1 + \frac{2\gamma_c - 1}{\delta})\)-approximation algorithm for UFLP.

Furthermore, in the approximation ratio analysis we do not need \( L \) too big but just a constant to have \((L - 1)(\delta^{1/(L-1)} - 1)\) close to \( \ln(\delta) \) on first few digits, which still leads to a 1.52 approximation ratio. Thus, we have

**Corollary 3** The MYZ\(_L\) algorithm, for a constant \( L \), has a 1.52 approximation ratio and has a running time equal the JMS running time plus \( O(m) \). In particular, by using the Thorup [28] implementation in its first phase, the MYZ\(_L\) algorithm runs in an \( O(m \ln(n)) \) time.

### 4 Linear-Cost Facility Location Problem

In the linear-cost facility location problem, we are given a set \( F \) of facilities, a set \( D \) of clients, metric connection costs \( c_{ij} \) between client \( j \) to facility \( i \), and nonnegative values \( a_i \) and \( b_i \) for each facility that define the facility cost functions for opening facility \( i \) and connecting \( k \) clients to it as follows:

\[
f_i(k) = \begin{cases} 
0 & k = 0 \\
a_i k + b_i & k > 0 
\end{cases}
\]
We denote this linear-cost facility location problem as $FLP(a, b, c)$. Clearly, the regular UFLP is a special case of linear-cost FLP with $a_i = 0$, i.e., $FLP(0, b, c)$. Furthermore, it is straightforward to see that $FLP(a, b, c)$ is equivalent to the regular UFLP $FLP(0, b, a + c)$, that is, we can shift the variable facility cost into the connection cost. Thus, the linear-cost FLP can be solved using any algorithm for the UFLP, and the overall approximation ratio will be the same. However, for applications in the next section, we need trade-off approximation factors of the algorithm (as defined in Definition 1).

It is not necessarily true that applying a $(\gamma_f, \gamma_c)$-approximation algorithm for the UFLP on the instance $FLP(0, b, a + c)$ will give a $(\gamma_f, \gamma_c)$-approximate solution for $FLP(a, b, c)$. However, we will show that the JMS algorithm has this property. The following lemma, whose proof is given in Appendix C, generalizes Theorem A for the linear-cost FLP.

**Lemma 4** Let $(\gamma_f, \gamma_c)$ be a pair obtained from the factor-revealing LP (1). Then applying the JMS algorithm on the instance $FLP(0, b, a + c)$ will give a $(\gamma_f, \gamma_c)$-approximate solution for $FLP(a, b, c)$.

The above lemma and Theorem 9 in [15] give us the following corollary, which will be used in the next section.

**Corollary 5** There is a $(1, 2)$-approximation algorithm for the linear-cost FLP.

It is worth noting that Theorem 2 can be easily generalized for the linear-cost FLP. The only trick is to scale up both $a$ and $b$ in the first phase by a factor of $\delta$, and scale them both down in the second phase. The rest of the proof is almost the same as the proof of Lemma 4.

## 5 Reduction between Facility Location Problems

In the rest of this paper, we will show how the soft-capacitated facility location problem and other problems can be reduced to the linear-cost FLP or UFLP. First we define the concept of reduction between facility location problems.

**Definition.** A reduction from a facility location problem $A$ to another facility location problem $B$ is an efficient procedure $R$ that maps every instance $I$ of $A$ to an instance $R(I)$ of $B$. This procedure is called a $(\sigma_f, \sigma_c)$-reduction if the following conditions hold.

1. For any instance $I$ of $A$ and any feasible solution for $I$ with facility cost $F^*_A$ and connection cost $C^*_A$, there is a corresponding solution for the instance $R(I)$ with facility cost $F^*_B \leq \sigma_f F^*_A$ and connection cost $C^*_B \leq \sigma_c C^*_A$.

2. For any feasible solution for the instance $R(I)$, there is a corresponding feasible solution for $I$ whose total cost is at most as much as the total cost of the original solution for $R(I)$. In other words, the FLP instance $R(I)$ is an over-estimate of the FLP instance $I$.

**Theorem 6** If we have a $(\sigma_f, \sigma_c)$-reduction from a facility location problem $A$ to another facility location problem $B$, and a $(\gamma_f, \gamma_c)$-approximation algorithm for $B$, then there is a $(\gamma_f \sigma_f, \gamma_c \sigma_c)$-approximation algorithm for $A$. 
Proof: On an instance I of the problem A, we compute R(I), run the (γ_f, γ_c)-approximation algorithm for B on R(I), and output the corresponding solution for I. In order to see why this is a (γ_f σ_f, γ_c σ_c)-approximation algorithm for A, let SOL denote an arbitrary solution for I, ALG denote the solution that the above algorithm finds, and F^*_F and C^*_C (F^*_F and C^*_C, respectively) denote the facility and connection costs of SOL (ALG, respectively) when viewed as a solution for the problem P (P = A, B). By the definition of (σ_f, σ_c)-reductions and (γ_f, γ_c)-approximation algorithms we have

\[ F^*_F + C^*_C \leq γ_f F^*_F + γ_c C^*_C \leq γ_f F^*_F + γ_c C^*_C, \]

which completes the proof of the lemma.

We will see examples of reductions in the rest of this paper.

5.1 Soft-capacitated FLP

Recall the definition of the soft-capacitated FLP. In this subsection, we give a 2-approximation algorithm for Soft-capacitated FLP by using a reduction from the soft-capacitated FLP to the linear-cost FLP.

Theorem 7 There is a 2-approximation algorithm for the soft-capacitated FLP.

Proof: We use the following reduction: Construct an instance of the linear-cost FLP, where we have the same sets of facilities and clients. The connection costs remain the same. However, the facility cost of the i-th facility is \((1 + \frac{k-1}{u_i})f_i\) if \(k \geq 1\) and 0 if \(k = 0\). Note that, for every \(k \geq 1\), \(\lceil \frac{k}{u_i} \rceil \leq 1 + \frac{k-1}{u_i} \leq 2 \cdot \lceil \frac{k}{u_i} \rceil\). Therefore, it is easy to see that this reduction is a \((2, 1)\)-reduction.

By Lemma 5, there is a \((1, 2)\)-approximation algorithm for linear-cost FLP, which together with Theorem 6 completes the proof.

Furthermore, we now illustrate that a natural linear programming relaxation of the Soft-capacitated FLP has an integral gap of 2. In this sense, our analysis for the Soft-capacitated FLP is tight. It is known that the Soft-capacitated FLP can be formulated as the following integer program:

\[
\begin{align*}
\text{minimize} \quad & \sum_{i \in \mathcal{F}} f_i y_i + \sum_{i \in \mathcal{F}} \sum_{j \in \mathcal{C}} c_{ij} x_{ij} \\
\text{subject to} \quad & \forall i \in \mathcal{F}, j \in \mathcal{C} : \ x_{ij} \leq y_i \\
 & \forall i \in \mathcal{F} : \ \sum_{j \in \mathcal{C}} x_{ij} \leq u_i y_i \\
 & \forall j \in \mathcal{C} : \ \sum_{i \in \mathcal{F}} x_{ij} = 1 \\
 & \forall i \in \mathcal{F}, j \in \mathcal{C} : \ x_{ij} \in \{0, 1\} \\
 & \forall i \in \mathcal{F} : \ y_i \text{ is a nonnegative integer}
\end{align*}
\]

In a natural linear program relaxation, we replace constraint \(x_{ij} \in \{0, 1\}\) of (12) by \(x_{ij} \geq 0\), and remove constraint (13).
Here we see that even if we relax only constraint (13), the integral gap is already 2. Consider an instance of the SFLP, in which we are given only one potential facility $i$, and $k \geq 2$ clients need to be connected to it. Assume that the capacity of facility $i$ is $u_i = k - 1$, the facility cost $f_i = 1$, the connection cost $c_{ij} = 0$ for all $j$. It is clear that the optimal cost must be $2f_i$. However, after relaxing constraint (13), the optimal cost is $(1 + \frac{1}{k-1})f_i$. Therefore, the integral gap between the integer program and its relaxation is $\frac{2k}{k-1}$ which tends to 2 when $k$ large enough.

5.2 A generalization of the Soft-capacitated FLP

In this subsection, we consider the following generalization of the soft-capacitated facility location problem. This problem is the same as soft-capacitated FLP except that if $r$ copies of facility $i$ are open, then the facility cost is $g(r)a_i$ where $g(r)$ is a concave function of $r \geq 0$. In other words, concave soft-capacitated FLP is a special case of GFLP in which the facility cost functions are of the form $f_i(x) = a_i g(\lceil x/u_i \rceil)$ for constants $a_i, u_i$ and concave function $g$. It is also a special case of the so-called stair-case cost facility location problem [12]. On the other hand, it is a common generalization of the soft-capacitated FLP (when $g(r) = r$) and concave-cost FLP defined by [13] (when $u_i = 1$ for all $i$). The concave-cost FLP is a special case of GFLP in which facility cost functions are required to be concave. The main result of this subsection is the following:

**Theorem 8** The concave soft-capacitated FLP is $(\frac{g(2)}{g(1)}, 1)$ reducible to the linear-cost FLP.

The proof of the above theorem is given in Appendix D. We first show that the concave soft-capacitated FLP is $(\frac{g(2)}{g(1)}, 1)$ reducible to the concave-cost FLP. Then we show that the latter is equivalent to the linear-cost FLP. By Theorem 8, a good approximation algorithm for linear-cost FLP would imply a good approximation for the concave soft-capacitated FLP. Furthermore, we can show that this reduction is tight as we proved for the soft-capacitated FLP.

6 Other Facility Location Problems

In this section, we present a couple more applications of Theorem 6.

6.1 Capacitated cable facility location (CCFLP)

CCFLP was introduced by Ravi and Sinha [22]. In this problem, each client can be served by an open facility either by directly connect to the facility, or connect to another client which is served by the facility. The connection is made by construct cables on the edges and each cable has a capacity $u$, the upper bound on the total demands routed by a cable. We wish to open facilities and construct a network of cables, such that every client is served by some open facility and all cable capacity are observed. This problem can be easily reduced to UFLP if $u = 1$ and each client has a demand of 1. If all the clients have uniform demands, Ravi and Sinha [22] show that CCFLP can be approximated by a factor of $\rho_{UFLP} + \rho_{ST}$ where $\rho_{UFLP}$ and $\rho_{ST}$ denote the approximation ratio for UFLP and the Steiner Tree problem. The current best ratios are $\rho_{UFLP} \leq 1.52$ and
Corollary 9 The capacitated cable facility location problem (CCFLP) can be approximated by a factor of 3.97 when the demands of clients are non-uniform.

Proof: It has been proved in [22] that, if we have a \((R_f, R_c)\)-approximation algorithm for UFLP, and a \(\rho_{ST}\)-approximation algorithm for the Steiner tree problem, then CCFLP can be approximated by a factor of \(\max(R_f, 2R_c) + \rho_{ST}\) when the demands of clients are non-uniform.

It is known that \(\rho_{ST} \leq 1.55\). If we solve UFLP using the MYZ algorithm, then by Theorem 6, we get that

\[
\max(R_f, 2R_c) + \rho_{ST} \leq \max(\gamma_f + \ln\delta, 2(1 + \frac{\gamma_c - 1}{\delta}) + \rho_{ST} \leq 3.97
\]

if we choose \((\gamma_f, \gamma_c) = (1.11, 1.78)\) and \(\delta = 3.7\).

6.2 Load-balanced facility location (LBFLP)

In LBFLP, each open facility \(i\) is required to serve at least \(L_i\) clients, and of course each client must be served by exactly one facility. This problem was introduced independently by Guha, Meyerson and Munagala [11] and by Karger and Minkoff [17]. They reduce LBFLP to UFLP. Assume that UFLP can be approximated by a factor of \(\rho\). Both papers get a bicriteria \((\frac{1+a}{1-a}\rho, a)\)-approximation for LBFLP, i.e., the algorithm produce a solution in which each facility \(i\) serve at least \(aL_i\) clients for some \(a < 1\), and the total cost is at most \(\frac{1+a}{1-a}\rho\) times the optimal cost. Their result can be used to obtain constant factor approximation algorithms for the connected facility location problem and some network design problems, in particular the access network design problem. This, together with \(\rho = 1.52\), lead to a bicriteria approximation ratio for LBFLP equal \((4.56, 0.5)\) or \((3.04, 1/3)\).

In [11] and [17], it has been shown that any instance of LBFLP with total cost \(C^* + F^*\) can be reduced to an instance of UFLP with total cost at most \((1 + \lambda)(C^* + F^*)\), and any solution for the reduced UFLP can be translated to the original LBFLP while guarantee that each open facility serves at least \(aL_i\) clients, where \(\lambda = \frac{2a}{1-a}\).

However, the same reduction shows that the reduced UFLP instance has a solution with total facility cost at most \(F^* + \lambda C^*\) and total connection cost at most \(C^*\). Therefore, we have the following

Corollary 10 There is a bicriteria \((\frac{2a}{1-a}\gamma_f + \gamma_c, a)\)-approximation for the load-balanced facility location problem (LBFLP), if UFLP can be approximated by a factor of \((\gamma_f, \gamma_c)\). In particular, when setting \(a = 1/2\) and using \((\gamma_f, \gamma_c) = (1, 2)\), we have the approximation ratio equal \((4, 0.5)\); when setting \(a = 1/3\) and using \((\gamma_f, \gamma_c) = (1.11, 1.78)\), we have the approximation ratio equal \((2.89, 1/3)\).
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A Performance of Throup’s Algorithm

In [28], Throup shows that his algorithm, which runs in an \( O(m \ln(n)/\epsilon) \) time, has almost the same performance guarantee with that of the JMS algorithm. Here we show that the it is also true in terms of the trade-off approximation factor, i.e., Throup’s algorithm generates a close-to-\((\gamma_f, \gamma_c)\)-approximation solution for UFLP, where \((\gamma_f, \gamma_c)\) is a pair from LP (1). From [28], Throup’s algorithm is a \((\gamma'_f, \gamma'_c)\)-approximation algorithm for UFLP if \( \gamma'_f > 1 \) be fixed and \( \gamma'_c := \sup_k \{z_k\} \), where \( z_k \) is the solution of the following linear program:

\[
\begin{align*}
\text{maximize} & \quad \frac{\sum_{i=1}^{k} \alpha_i - \gamma_f f}{\sum_{i=1}^{k} d_i} \\
\text{subject to} & \quad \forall 1 \leq i < k: \quad \alpha_i \leq \alpha_{i+1} \\
& \quad \forall 1 \leq j < i < k: \quad r_{j,i} \geq r_{j,i+1} \\
& \quad \forall 1 \leq j < i \leq k: \quad \alpha_i \leq (1 + \epsilon) r_{j,i} + d_i + d_j \\
& \quad \forall 1 \leq i \leq k: \quad \sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^{k} \max(\alpha_i - d_j, 0) \leq f \\
& \quad \forall 1 \leq j \leq i \leq k: \quad \alpha_j, d_j, f, r_{j,i} \geq 0
\end{align*}
\]

where \( \epsilon > 0 \) is a small constant. It is quite clear that for any given \( \gamma_f = \gamma'_f/(1 + \epsilon) \geq 1 \), the objective value of LP (1) \( \gamma_c \) is bounded below by \( \gamma'_c/(1 + \epsilon) \). Therefore, if JMS algorithm is a \((\gamma_f, \gamma_c)\)-approximation algorithm, then Throup’s algorithm is a \((\gamma_f(1 + \epsilon), \gamma_c(1 + \epsilon))\)-approximation algorithm for UFLP. For choosing \( \epsilon \) sufficiently small but a constant, the (trade-off) performance guarantees of JMS algorithm and Throup’s algorithm are almost the same.

B Proof of Theorem 2

\textbf{Proof:} Since inequalities of the factor-revealing LP (10) are a superset of the inequalities of the factor-revealing LP (1), therefore by Theorem A and the definition of \((\gamma_f, \gamma_c)\), we have

\[
\sum_{j=1}^{k} \alpha_j \leq \gamma_f \delta f + \gamma_c \sum_{j=1}^{k} d_j
\]

By the fifth inequality of the factor-revealing LP (10), we have that for all \( i = 1, \ldots, L \),

\[
\sum_{j=1}^{k} r_{j,k+i} \leq \sum_{j=1}^{k} \max(r_{j,k+i} - d_j, 0) + \sum_{j=1}^{k} d_j \leq \delta_i f + \sum_{j=1}^{k} d_j.
\]

Therefore,

\[
\sum_{j=1}^{k} \left( \frac{\alpha_j}{\delta} + \sum_{i=1}^{L-1} \left( \frac{1}{\delta_{i+1}} - \frac{1}{\delta_i} \right) r_{j,k+i} \right)
\]
\[
= \frac{1}{\delta}(\sum_{j=1}^{k} \alpha_j) + \sum_{i=1}^{L-1} \left( \frac{1}{\delta_{i+1}} - \frac{1}{\delta_i} \right) \sum_{j=1}^{k} r_{j,k+i}
\]
\[
\leq \frac{1}{\delta}(\gamma f L + \gamma c \sum_{j=1}^{k} d_j) + \sum_{i=1}^{L-1} \left( \frac{1}{\delta_{i+1}} - \frac{1}{\delta_i} \right) (\delta_i f + \sum_{j=1}^{k} d_j)
\]
\[
= \gamma f + \frac{\gamma c}{\delta} \sum_{j=1}^{k} d_j + \sum_{i=1}^{L-1} \left( \frac{\delta_i}{\delta_{i+1}} - 1 \right) f + \left( \frac{1}{\delta_L} - \frac{1}{\delta_1} \right) \sum_{j=1}^{k} d_j
\]
\[
= \left( \gamma f + (L - 1)(\delta^{1/(L-1)} - 1) \right) f + \left( \frac{\gamma c}{\delta} + 1 - \frac{1}{\delta} \right) \sum_{j=1}^{k} d_j.
\]
This, together with Theorem 1 shows that the MYZ_L is a \((\gamma f + (L - 1)(\delta^{1/(L-1)} - 1), 1 + \frac{2c-1}{\delta})\)-approximation algorithm for UFLP. The fact that the limit of \((L - 1)(\delta^{1/(L-1)} - 1)\) as \(L\) tends to infinity is \(\ln(\delta)\) completes the proof.

C Proof of Lemma 4

Proof: Let \(SOL\) be an arbitrary solution for \(FLP(a, b, c)\), which can also be viewed as a solution for \(FLP(0, b, \bar{c})\) for \(\bar{c} = c + a\). Consider a facility \(f\) that is open in \(SOL\), and the set of clients connected to it in \(SOL\). Let \(k\) denote the number of these clients, \(f(k) = ak + b\) (for \(k > 0\)) be the facility cost function of \(f\), and \(d_j\) denote the connection cost between client \(j\) and the facility \(f\) in the modified instance \(FLP(0, b, a + c)\). Therefore, \(d_j = d_j - a\) is the corresponding connection cost in the original instance \((FLP(a, b, c))\). Recall \([15]\) the definition of \(\alpha_j\) and \(r_{ij}\) in the factor-revealing LP. It is proved \([15]\) that \(\alpha_i \leq r_{j,i} + d_j + d_i\). We strengthen this inequality as follows.

Claim 11 \(\alpha_i \leq r_{j,i} + d_j + d_i\)

It is true if \(\alpha_i = \alpha_j\) since it happens only if \(r_{j,i} = \alpha_j\). Otherwise, consider clients \(i\) and \(j(< i)\) at time \(t = \alpha_i - \epsilon\). Let \(s\) be the facility \(j\) is assigned to at time \(t\). By triangle inequality, we have

\[
\bar{c}_{si} = c_{si} + a_s \leq c_{sj} + d_i + d_j + a_s = \bar{c}_{sj} + d_i + d_j \leq r_{j,i} + d_i + d_j.
\]

On the other hand \(\alpha_i \leq \bar{c}_{si}\) since otherwise \(i\) could have connected to facility \(s\) at a time earlier than \(t\).

It is also known \([15]\) that

\[
\sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^{k} \max(\alpha_i - d_j, 0) \leq b.
\]

Notice that \(\max(a - x, 0) \geq \max(a, 0) - x\) if \(x \geq 0\). Therefore, we have

\[
\sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^{k} \max(\alpha_i - d_j, 0) \leq b + ka.
\]
Claim 11 and Inequality 16 show that the values $\alpha_j$, $r_{ij}$, $d_j$, $a$, and $b$ constitute a feasible solution of the following optimization program.

\[
\begin{align*}
&\text{maximize} & \sum_{i=1}^{k} \alpha_i - \gamma f(ak + b) \\
&\text{subject to} & \frac{\sum_{i=1}^{k} d_i}{\sum_{i=1}^{k} d_i} & (17) \\
& & \forall 1 \leq i < k : \alpha_i \leq \alpha_{i+1} \\
& & \forall 1 \leq j < i < k : r_{j,i} \geq r_{j,i+1} \\
& & \forall 1 \leq j < i \leq k : \alpha_i \leq r_{j,i} + d_i + d_j \\
& & \forall 1 \leq i \leq k : \sum_{j=1}^{i-1} \max(r_{j,i} - d_j, 0) + \sum_{j=i}^{k} \max(\alpha_i - d_j, 0) \leq b + ka \\
& & \forall 1 \leq j \leq i \leq k : \alpha_j, d_j, a, b, r_{j,i} \geq 0
\end{align*}
\]

However, it is clear that the above optimization program and the factor-revealing LP 1 are equivalent. This completes the proof of this lemma. 

\[\blacksquare\]

### D Proof of Theorem 8

The theorem is established by the following lemmas which show the reductions between the concave soft-capacitated FLP, the concave-cost FLP and the linear-cost FLP.

**Lemma 12** The concave soft-capacitated FLP is \((\frac{g(2)}{g(1)}, 1)\) reducible to the concave-cost FLP.

**Proof :** Given an instance of the concave soft-capacitated FLP, recall that the facility cost of \(i\) is \(g(\lceil \frac{k}{u_i} \rceil) a_i\). We use the following reduction: Construct an instance of the linear-cost FLP, where we have the same sets of facilities and clients. The connection costs remain the same. However, the facility cost of the \(i\)th facility is \(g(r) + (g(r + 1) - g(r))(r - 1) + \frac{k-1}{u_i} (g(r + 1) - g(r))\) \(a_i\) if \((r - 1)u_i + 1 \leq k \leq ru_i\) and 0 if \(k = 0\). By the concavity of the function \(g(r)\), we must have

\[
\frac{g(r + 1)}{g(r)} \leq \frac{g(2)}{g(1)} \quad \text{for} \quad r \geq 1.
\]

Therefore, when \((r - 1)u_i + 1 \leq k \leq ru_i\), we get

\[
\left( g(r) + (g(r + 1) - g(r))(r - 1) + \frac{k-1}{u_i} (g(r + 1) - g(r)) \right) a_i \leq g(r + 1) a_i \leq \frac{g(2)}{g(1)} g(r) a_i.
\]

On the other hand, since \(g(r + 1) \geq g(r)\), we have

\[
\left( g(r) + (g(r + 1) - g(r))(r - 1) + \frac{k-1}{u_i} (g(r + 1) - g(r)) \right) a_i \geq g(r) a_i,
\]

This completes the proof of the lemma. 

\[\blacksquare\]
Moreover, we will show a simple $(1, 1)$-reduction from the concave-cost FLP to the linear-cost FLP. This, together with the above lemma, reduce the concave soft-capacitated facility location problem to the linear-cost FLP.

**Lemma 13** The concave-cost FLP is equivalent to linear-cost FLP.

**Proof:** We use the following reduction: Corresponding to a facility with facility cost function $f(k)$, we put $n$ copies of this facility (where $n$ is the number of cities), and let the facility cost function of the $i$'th copy be

$$f^{(i)}(k) = \begin{cases} i \cdot f(i - 1) - (i - 1) \cdot f(i) + (f(i) - f(i - 1)) \cdot k & \text{if } k > 0 \\ 0 & \text{if } k = 0 \end{cases}$$

In other words, the facility cost function is the line that passes through the points $(i-1, f(i-1))$ and $(i, f(i))$. The set of clients, and the connection costs between clients and facilities are unchanged. We prove that this reduction is a $(1, 1)$-reduction. Let’s denote the concave-cost FLP instance by $I$, and the linear-cost FLP instance constructed above by $R(I)$.

For any feasible solution $SOL$ for $I$, we can construct a feasible solution for $R(I)$ as follows: If a facility is open and $k$ clients are connected to it in $SOL$, we open the $k$'th copy of the corresponding facility in $R(I)$, and connect the clients to it. Since the cost of a facility in $I$ when $k$ clients are connected to it is equal to the cost of the $k$'th copy of the corresponding facility in $R(I)$ when $k$ clients are connected to it, therefore the facility and connection costs of the solution constructed for $R(I)$ is the same as those of $SOL$.

On the other hand, consider an arbitrary feasible solution $SOL$ for the instance $R(I)$. We construct a solution for $I$ as follows. For any facility $f$, if at least one of the copies of $f$ is open in $SOL$, we open $f$ and connect all clients that were served by a copy of $f$ in $SOL$ to it. We show that this does not increase the total cost of the solution: Assume the $i_1$'th, $i_2$'th, ..., and $i_s$'th copies of $f$ were open in $SOL$, serving $k_1, k_2, \ldots, k_s$ clients, respectively. By concavity of $f$, and the fact $f^{(i)}(k) \geq f^{(k)}(k) = f(k)$ for every $i$, we have

$$f(k_1 + \cdots + k_s) \leq f(k_1) + \cdots + f(k_s) \leq f^{(i_1)}(k_1) + \cdots + f^{(i_s)}(k_s).$$

This shows that the facility cost of the solution we constructed for $I$ is at most the facility cost of $SOL$. □