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The Slovenian Orphan Accusative, Cosponent Interfaces,

And Covert Grammatical Categories

Arnold M. Iwicky

Ohi1o State University and Stanford University

l. The Slovenian Qrphan Rgrysative

Perlautter and Orefaik (1973; hereafter PLD) gbserve that Slovenian
exhibits al] of the syntagtic phenoaena 1n {() through (5), and they propose
that these generalizations are nearly sufficient to explain the appearance in
the language of & surprasing construction they call the Orphan Accusative
(OrphACC). The additional assusption needed to predict the OrphACC, in PLD's
account, is rule ordering., In the resainder of this section I will illustrate
the OrphACC and sketch PWD's analysis, which is couched in transforsational
teras, In the next section | observe that this anaiysis has several
unfortunate properties, but that they vanish when the analysis is recast in
nontransforeational terss. However, the i1nvolveaent of the graasatical
feature of anisacy 1n these phenceend turns out to be problesatic. In
sections 3-3 | shift froe Slovenian to Russian and discuss the analytical and
theoretical i1ssues that arise there froe the interactions of case, gender,
nuaber, and anieacy.

(1} The ACC foram of the MASC 56 is 1dentical to the GEN fora for
+*AN (animate) Ns, to the NOM fore for -AN (inanimate) Ns; FEM §G
Ns have distinct NOM, ACC, and GEN foras.

12) Modifiers - 3n particular, adjectives and deterainers - agree with
their head Ns in GEND, CASE, and NUM.

(3) A definite pronoun,can serve as an NP marking identity of sense as
well as identity of reference.

(4) A definite pronoun cannot serve as 4 sodified N marking identity of
sense, howevery instead the N slot is eapty when there are
sodifiers,

(5) All definite pronouns, regardless of their reference, are
grasmatically +AN; in this respect they are like certain
referentially inanisate nouns that are grassatically +AR,
like ag 'ace’,

Consider what happens when we construct a NP containing both an
adjectival modifier and an identity-of-sense anaphor referring back to soaw
earlier ACC 56 N. According to (3) the anaphor can be a definite pronoun, and
according to (5) such a pronoun will be +AN, byt according to (4) it will naot
be realized phonologically. As for the sodifier, what the remaining
principles, (1) and (2}, predict will depend on the GEND and AN values of the
pronoun, [f the pronoun is FEM, then (1) says it has a distinct ACC S6 foram,
and (2) says that the aodifier has the agreeing features CASEIACC, GEND:FEM,
and NUM:S6; these predictions ere verified in (b6¢),
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(6) ~AN FERM aijda ‘buckwheat’:

i t do you want?’
jdo holete? ‘Which buckwhea t
:. ﬁ:;::on:iadno ajdo. 'l want ordinary buckwheat.
c. Hofes navadno. ‘1 want ordinary.

| oun 3%
{ the pronoun is NASC, however, thea (l).sayzutg;t ::;n%;)t::yzr::‘t he
+4N :ven for an inanimate '".r'ntzagz'szzr.GE;bEHasc,|and wavee) these
P4 i features H ' R t r0
.Qd;f:::o::'a::.v:gztr::qin (7d), which contrasts with the unqra--atlcal {
predi s

i the
- though (7c) is what we would expect froa sisplenindedly solving
analogical equation (ob) t+ léc) = (7b) 1 X.

N L] t 4 ,
A "“:ct::g.?:!-e:a;:::t:? ‘Which barlgy do you uanf?
:. H:!gn navaden jefasa. I nant ordinary berlly.
c' sHoles navaden. ‘1 want ordinary (-ND:;; ,
d: Holea navadnega. 1 want ordinary (=6 .

i (but not
is the fore in (7d) that PLO identify as the Og?h:C?: !afgﬁgncd' )
3 “d tier in the ACC (but not any other) case ¥ ic N R el vora,
ii:: ?i,':h;c; is in combination u:thfa:h:-g:;h:cé ‘::i:: l‘;avc :klt:hcd
i ' n ° v . .
@dentxcal *pove si:;!::g :o:‘:::y on haviang the prxnglplcl :};;:5:.;20 these
lnfornflly ‘b:v:ilo on several assumptions ibout.tn! interact: T evers
SIQV'vla"I " uaptions that were only isplicit in @y skntc:. oréered
prln:lglcs. ‘:? ': about these jnteractions. They assuae F ree e nding
:::ng%zi:a:Qin:i'uhi:h I paraphrase in {8)s ?;onon:::l:::gég:, :h.r' pot
i a call on s _
T (3L¢bu:i:L::l::caag?(ZEzn%rtdiction, and (51, ﬁnx;:::t:;:dlctlom
:::;;?“z;:¢::::t. :orrespnndinq to principle (2)y and Pronoun f
1

as
corresponding to priaciple (4), That is, pronouns ‘:.i;“::::::::|d oth
. laceaents for nominal copstituents, and Agreesen et g dune their
e ‘it to these gronouns rather than the NPs they rcpdzf.zed.
:::E.-ith respect to aqreeuent. the pronouns are then

i i i to an
{g) Pronominalization. A noeinal constitusat ;d:qt;::lv::n:::?- [
ntecedent constituent is replaced by a definile onou tuent
[} :nontnt. A sodifier agrees with its sister nonx:an :t "
Pgnnnun Deletion. A definite pronoun is deleted whe
aodified.

2. Cosponent intecfaces !

i i r aspects
PLO's analysis predicts the Orpqncc very nx;!ly; b:t ::.::lt;o:. [
to my eind at least, unsatisfactory. irs {t et
s ‘(.51 transforsationaly 3 nuntrans(orna@xonal alte it maphoric
‘nlr.Ct.d YG at all possitle. Second, it posits 3 rule rcpv:“ i:
gr:{n;;: b; pronouns, & step that is qol easy to lut:::;:a: it in,
tu tormational fraseworks. Third, it relias on P‘d' hial A aiversal
hou -partitular) rule orderingj interactions pre ic O Y ehial
lapquaq: ! re to be preferred wherever possible. Fpurtnzl “e r.g.d"
|’”Mwﬂ"i: s include the stipuletion that lexical insertic r:‘e‘ des  he
Tt eene :r ':e are now progosing that the Orphan Accusative i Ty the
“qr:::::i;n of the rule of Concerd at the stage of d,rx:;:a?ntzz'
:iZerlyinq head noun has been replaced by & prondun. H

of these feature assigneents in the syntax,
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Ordering lexical insertion before the syntactic rule of Agresment is a
particularly bad move, since lexical insertion (at least as P&0 sees to
understand it) sakes availadble the full set of properties of lexical iteas:
the values of features like AN, the choice of declensional paradiga,
presuaably even the constituent sorpheees within the itee and its phonological
properties. That is, this part of the analysis eakes it ispossibie to
saintain sharp interfaces between the components of syntax, sorphology, and
phonology; but see Iwicky and Puliua (1984) and refsrences therein for
arguaents that the autanoay of coaponents should be maintained if at all
passible. [ the cosponent boundary can be breached in this instance, thea

what sorts of interactions between syntax on the one hand and morphology and
phonolagy on the other are excluded?

Fortunately, PUO's analysis of Slovenian can be translated into one that
is free of the unsatisfactory aspects of the original - indeed, one that is
tully consistent with the phrase structure framework of generalized phrase
structure grasmar (GPSG; sew Gazdar et al. 1983). In such a framework there is
no rule of Pronominalizationy rather, pronouns are distributed freely in
syntactic structures, subject only to local restrictions on their occurrence
{and of course to a nonsyntactic requirement, that they aust be semantically
interpretablel. Among the pronouns of Slovenian is an espty N, which [ will
assume has the features N(+PRD, +DEf, #NULL)., This is no analytic innovation,
since eapty constituents of several types are now assused in virtually all
frameworks for syntactic descraption, including 6PS6. There is then no Pronoun
Deletion rule, but only priaciples distributing values of the feature NULL

within branchings; one such principle disallows nominal constructs consisting
of a (-NULL) modifier and a (+NULL] head.

The two aspects of their analysis that PLO treat as specifically lexical
- ACC Prediction and Animacy Prediction - will be treated instead as syntactic
principles, determining the values of CASE and AN, respectively, within a
citegory on the basis of other features in thet category (as feature
Co-occurrence Restrictions or Feature Specification Defaults, in the
tsreinology of Gazdar et al, 19835). In particular, Animacy Prediction will
require that an N with the features {+PRO, +DEF) also has the feature [+AN].

3. Coyert grysmstica] celegoriss |

The Slovenian analysis is stil] not trouble-free, however, since a fasily
of probleas surrounds the formulation of ACC Prediction., Thus é#ar [ have
provided only infaorsal characteri1zations of this principle, characterizations
in which the FEM ACC, the MASC ‘animate ACC’ that is identical in fora to the
6EN, and the MASC ‘inanisate ACC”’ that is identical in fora to the NOM are
systesatically treated doth as instances of a single gremmatical cetegory
(ACC) and also as instances of three distinct grameatical categories (ACC,
GEM, NOM). ! will argue that the correct analysis does, in effect, have it
both ways, but it is clear that i1n a nontransforeational frasswark we cannot
literally assuae that an 'aniamate accusative’ has both the feature CASE:ACC
ngd the feature CASEIGEN in its syntactic description, for that would be
contradictory. | have elsewhere (in lwicky 1984b) argued that aultiple
feature marking should dbe countenanced in syntactic theory ~ but for the
purpose of distinguishing inherent features from those iaposed by rules of
agreement or governeent, or of distinguishing iapositions arising from

different sources, and | cannot see that these proposals are applicable in the
instance at hand.

1 will begin, then, by considering analyses that choose one or the other
My discussion will use data froa




i bl

v a2 e a

SR

- 32 -

standard Russian rather than Slovenian (simply because I an sora fasiliar mith
Russian), but the aain points are comman to sost, if not all, of the modern
Slavic Janquages.

First, however, soee thearetical prelimsinaries. The feature AN 15
centrally involved in the discussion of sections & and 5. And it is important
that AN is a covert graseatical category in Russian, like CT (count versus
aass), HUM (human versus noanhusan}, DEF, WH, and TR (transitive versus
intransitive) in English. What these features share is s sorphological
property, the fact that they are not jaflecticnal, tn a technical sense of
that wordt no inflectional rules (of the sort in Zwicky 1985a) provide
exponents for thea. [In this regard they are unlike overt grammatical
categories (for instance, CASE and NUM in Russian and English). Covert
categories are conveyed by wholesale distinctians between lexical iteas (thg
versus g in English) or sometiaes by derivational eorphology (as when
derivation provides ¢TR verbs corresponding to -TRs, or vice versal, and of
course they are distinguishable via their different cooccurrence possibilities
(as when 56 +CT Ns require an article in English while S6 -CT Ns can occur
without one), But no rule of inflectional eorphology provides an exponent for
a covert category.

Within the framework aof SPSG, overt categories in & language are heasd
features in that language, subject to the Head Feature Convention (HFC)| that
is, the default is for the head constituent of a construct and the construct
itself to share their values for such features. Covert categories in &
Janguage, | should like to clain, are never head features (though they can be
GPSG foot features)j this restriction on the role of covert categories in a
grasmar is similar in spirit to the grohibition in Iwicky (19B4b: sec 4.3,
citing Cooper 1986 against having 'silent features'’ distridbuted by the HFC,

in any event, one iaportant consequence of the restriction is that covert
categories cannot participate in grammatical agreesent, since the Control
Agreement Principle (CAP) cf 5PS6, which requires that certain sister
constituents share their feature values, applies only to a subset af the head
features in & language.

(1 sust stress here that which categories are overt and which covert isa
parochial satter. Chinese has no overt categories at all; (sex) BEND is
covert in English but overt in Russian and eany other European languages; AN,
HUM, and CT are covert in English and Russian but overt in Swahili and sany
other Bantu languagesy and so on,!

But why should [ want to exclude covert categories, like AN in Russian,
from tha set of head features and so exespt them fros the KFC and the CAP?
Because | hope to constrain the fwature-sanipulating sechanisas of GPS5. The
CAP and HFC together can have the effect of ‘spreading’ feature values
throughout Ltrees, both horizontally and vertically, fros one branching to
another, whereas the Foot Feature Principle (the only coeparable mechanise iw
foot features) is such sore restricted in its effects, baing essentially
capable only of spreading a featura value down from the category in which it
is introduced by rule.

Now the cosbined power of the HFC and CAP is demanstrably needed for
standard exasples of graasatical agreesent (to link the head N af the subject
to the head V of the predicate, for instance), but in the absence of
coepelling evidence this powsr should not be extended beyond its traditional
dosain, where only inflectional feature values - that is to say, overt
categories - are spread. Otherwise, we predict the paossibility of syntactic
dependencies of all sorts between widely separated wordsy the appearance of s
particular head N in the subject (say, Igggg[gg or sugar, but not penguin or

;lth:nl:;g;‘ agrphological de

wicky Sa, &) - rather tha i

alysis, oaet ) s6 ene n syntactic mechanisas beyond ({0)- i
frere giim AL (12), On this

4o bdecause their hegd ' HHA L e GEN and Non

respectively, : Ne have ¥ P

$alt) a1ght require that the n

1l o r b ead 9 §elnnq to a particul ) i

p!rz;tt!; 3:“;u:l:2: fg.past p:ftltlpl!l. 80 that brg:k‘:n:°;;::;t::::; :l"’
! ' ar Cies ¢

possible, but | do not b;$10v0!f§3$);:33:h dependencies are feqically

" ) ACC case | t ]

occurring in a nusber of dasti i structions 1o rncribed .

peere ) stinct syntactic constructi i

arqu-::t:vlh:: :;:r:;:o: :ron Haltzoff (1984, bl-??f ;°::s32.t::r:'"3?:3":th'

. ou

sketched in (10) gng (rl,;oglcal oaur ; '

(dxrg:t oblect) as 3 default

speci i

'zle‘ :Eliog:::t:);t;nd i i38igns ACC as the default CASE for 00s {oth

fo ayt 9! er cases, in particular GEN), Val re spres
odifiers asiatirer « values of CASE are spread

(9) a. Diftct objects of sost vs
b. Objects of #any Ps, includin
QCC in actional senses
€. Objects of the a .
d. Bare NP eXpressio

9 several that govern

PREP in locational)
£31% ‘be sorey for- renses
ns of extent (jn tine, distance, price, weight)

€10
The default valye of 6R for an NP daughter of vP or pp is DO

(111 The defaylt value of CASE for NPIBR: DD) is ace

f12}  The CAP (teo i
qether with the HFC) re i
quires th i
the values of CASE, GEND, and NuN with th::r.:::;l;:‘ thare I

( .
£3) - The ACC MASC sg fore = the BEN fora for +AN Ns ‘

the NOM -
The ACC NEUT S6 fora the NOM :::: for ~AH Ne

.« FEM S6 Ns have distanct N
oM, acc
» The ACC PL fora = the BGEN f;fl :Sraczns:: fores

the NON fore for -AN Ns

~® an o

The
shoule b'q:::;:::’::.gou how the ACC Prediction tacts, suesarized | (
the. appreant nenpqate i;n:r‘: sy:ta:txc description of Russian, 1 ;:qigsz:th
: whi i
that particular fores are 1dc' et qu'::o:l::;‘::yu:h. C;."' et
. es, in (14
scription - the rule of ro(orral,.dovelop:;'i:

fores identical to the GEN and NGH,

(44) aCe Frediction is ent
refer scae realizations
of AC
1. CTASE1ACC 1 detersined as 3n (Ifh

b, The '.llllltloﬂ of GE“DIH“SC and NUM, 6 tor CASE ACC 15
S 1

Hodlfi?rs agree with
redlized on their head Ns,
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(15} +AN MASC ‘old cat’ -AN MASC ‘old table’
NOW  star)yj kot stary) staol
ACC  stirogo kota staryy stol

6EN  starogo kota starogo stola

The analysis in (14) is a disaster from the theoretical point of view.
Dnce again, the boundary between syntax and eorphaology would be breached.
get the right interaction between {14b) and {l4c), with sorpholegical
realization preceding Agressent, either sorphological realization must take
place in the syntactic cosponent, or Agreement sust take place in the
sorphological component, or else the coaponents as wholes asust interact in
exactly the opposite way from the one ordinarily assused (in which syntactic
rules are blind to the sorphological coeposition of words, while sorphologica
rules can be conditional on features distributed by syntactic ruleslt.

To

Fortunately for component interfaces, (14) is sisply wrong on factual
grounds., There are clesr instances of referral rules for Russian Ns, and in
general these rules have no consequences whatsoever for the farms sodifiers
take. Thus FEN Ns ending in palatalized consonants have an ACC fore that
‘coincides with' the NOM (as Maltzoéf (1984: 35) so carefully phrases at), bul
their sodifiers nevertheless distinguish betwean ACLC and NOM, as in the left
coluan of (16)., And MASC Ns ending in 3 have the declensional fores of the
corresponding FEMs, including an ACC S6 distinct from the NOM and GEN, but (as
Klenin (1983: 9} observes! their sodifiers nevertheless have syncretic
realization, as in the right coluan of (16). 1t is also true that indeclinable
Ns nevertheless have sodifiers with full sets of declensional forms (as in the
aiddle coluan of (14)), rather than an invariable form, as (1S} would lead us

to expect.

(16} FEM ‘old mother’ +AN MASC 'o0)d attachf’ +AN MASC *old uncie’
NOM  staraja eat’ staryi attate staryj djadja
ACC  staruju mat? starago attale starogo djadju
GEN staroj sateri starogo atta¥e starago djadi

A variant of the analysis in (1{4) that requires no extraordinary
cosponent interfaces can be framed along the lines in (17), This approach
allows a description of the facts in the first two colusns of {16} - mat’ ca
have the value NOM {when its GR is SU) or the value ACC (when its GR is DO} I
the syntax, ond gttale can have the full range of CASE values in the syntax -
but it founders on the right colusn, since a DO gjadj- sust receive the valw
ACC (so that its amorphological reslization can be distinct from the NOM and
BEN) while its modifiers sust receive the value BEN (because of their 3
aorphologicd) realizations), thus contradicting the requiresents of Agreeaest. X

(17} ACC Prediction is sanaged by syntactic rules distributing the value

NOM, ACC, and GEN for CASE for BR:DO NPs.

a. A in (11), except that sose Ns {according to their values of
GEND and AN} require the values NOM or GEN for CASE, rathe
thaa ACC.

b. As in (12},

c. Morphological foras are chosen on the basis of the values of
CABE.

3. Govert graesgtical cateqories I

1 conclude that the correct account of ACC Prediction in Russian is mson
abstract than the ones in (14} and (17), which eabody versions of the claia
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that the CASE you see 1% the CASE

YOu get. Consider instead th i
:;f:lc:r:fh¢::f:r: é::;o 8orphologicall festure DECL di:tincttl:o:p:rz:::c‘n
of amslvels sore € « Foras !1*0 storoge digdjy are no probles in this sort
P a;d ) Dcas and -odaixgr are LASECACC and (because the N is
e N ECL:2. The N dj3dj- belongs to a sorphologically
hyational :: C-dll of Ns whose declensional foras are referred to the FEN
Tncluding th;_:s"::::lo:h:hd:zzgl: -:rphological forss tor a word of DECL-;.

» e o the BEN. i

outlined in (19}, the feature AN is appoalE: t:nd;r:::;;n! °f this spprosch

(18) ACC Prediction 1% aana ]
ged by syntactic rules distr, i
. . morphological) feature DECL of doclonoionr:::::ng * (purely
. ’DEEL(::)' with other 1yptacti: rueles deteraining the values
b, agr :12?/3 on N: a:cordxng fo their values of GEND and AN,
oecL o2 i..‘('p that sodifiers also share the values af

€. Morphologi
U:CL. 91cal forss are chosen on the basis of the values of

(19) ACC Prediction 1 aina i
ged by syntactic ru) i i i
the (covert Category) feature AN? * d‘.tr‘butl“q vatues of
. As in (11},

b.
As an (12), except that modifiers also shere the values of AN

an N.
€. Morphological ¢ )
far gical foras 3'. chosen on the basis of the values of

n-c.u::°:h:;'u::'§;'tEZ;’ point of view, both (18) and (19) are suspect
respectively - jult.th and HFC to spread the covert categories DECL l;d AN
aqainst {n section 3 :Nsort of use of noninflectional features that I ipﬂkl'
in the technical sense ?:'c::;:tfsf:'t:"p“" its nase, is not intlectionsl
itself has no inflectigaal exponent,) ® choice of inflectional rules, dut

There are ®apirical prodleas i
the i ¢ a3 wel), resulting from i
‘Yn::c:?:l:;::'qt:::xvt and anisate accusative Ns dg not c;::t::::e!:‘:a::r 1
hoppans Spc! v Ut are related to one another only in the earpholo A ‘W
(ERSE: Al ‘GENDIRAST, *AN) o ougs i n"cEuaetoby LSS 20 Syotex uhera
3 P ) wi $6GEN) and th ]

ég:g:“gggg. :g:;gl‘cgs dgainst the djrect cases (CASE:ND;]?t?EZSE:;éEU' cases
DN uoral cas i lh' SENDEFEH]. and [CASE:ACC, GENDIMASC, -AN); The':ard' 1
Girecy uords 't : ‘tr?HQh foyr?’ govern CASE:GEN and NUMISE within NPy | e
Mt h;adu (un nanlN?s in oblique cases they agree in CABE and NUH-:L
i rerair, "c: )loenluxchy (198501 wec 6.3) for o 6PS6 treataent of the
qenitivar®d the.nec s retult. ‘three cats’ lpgks throughly PL (es uoI:'
as in (20), But tg sga::‘:;. ::;::a:;:::;, h‘: at:lcarly NN ot the ACC:i

; on abou A i
Cirdinal nuader words, we need to treat ths syn:rtfigsdzgg :::tq?::;n7;:: EE::

48 foraing a class Nith th i i
dssignaent of features uso: ::"f::f";ﬁ 7?;?? '8 R0t possible with the

(20) NOM tri kota
ACC  tréx kotoy
BEN trd x kotov

‘thray cats’ tri stola
tri stola

trdx stoloy

‘three tables’

Clearly we need to have it b
dists pth “3ys. In sose ways NA
Eé;:'?::d‘::: Eg:u and NOMs, but in other Nays the ORNyonlisfrfst:Ec:a::.
tross-cuting avet anes the sise as NOMs). | propose to treat these "
goaents of foras to classes in the syntax as exactly garallel

RS e
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i honolagy. That is, 1
i i of segaents to clfsses inp
tgl:r:::;:::::ngh:s::?:::n:: the (gature CASE into sets of features, thus
wi

splitting 4CC into several subCASEs.

i n (18)
jormal sove, this has all the advantages qf the ‘n‘:z'::t:qory ! nd
Ay a foraal aorts TBut does not invalve spreading s covert €3 4dlTT,y,
bt th.h .:'ﬁect/oblfquc distinction to be aade fairly sl‘p.d oe ihe new
B tT; ‘ro osal is autlined in (21}, andltho roles : Zhut Y a2e) says
R ¢ pd : are specified by tha rutes in (2213 no ll D value of
features, Ilan ‘.‘ is closely related to, but not.ldenti:a N 'in e
Ehat e v; “'s: (22), together with the -urpnnleg!ca! de Qut : o e i
“N; T::l;ud::cribc ali of the facts about ACC Prediction liste
corre

uyn.

i ini the values
icti i ntactic rules deteraining .
21 AEE Pr!d;ﬁt;O:n;'Y.::.gZQEBLG“[CASEz(ﬂCC)l according to the N's
D and ANj ses (22). .
Th:.L:::ugz iitue of CASE far NPIGRIDD] i (c?t);n;hcrc are
b TN e SubCASEs, (ACC, X, -¥}, (ACC, -X, ¥}, 3
{ACC, ;}, -Y}.
. ::r‘:u::gi;u!ly, the defaults arw for the Gir:Eco:O:::so
iﬂbCASEs to be realized via the distinctly he re(u;ral
the secand by referral to 6EK, and the thir ¥

to NOM.

(22} a. 14 N is NUMiSG6, SENDINEUT, CASEs (ACCY,
then it is CASE:(-X, ~-Y}. .
b. 16 N is NUMiGE, GENDIFEM, CASEs{ACCYH,

it is CASE:(+X, -Y)}. ; )
c fh:h::i::lt.il fgr QAi. CASE: (ACC) N to be CASE:( Xy Y2

n o

ique.
(231 The direct CASEs sre NOMW and {ACC, -Y)} all others are obliqu

. . N
The decosposition of CASEs into features, which plays such an iaportan
ole in sy analysis, is no cheap forsal trick, Suihb‘litvc o copriate
: r in a large nuaber of other instances, It is, 1 be lluacd )
o:chanis- for stating that in fussian the prepositions &

i i i C and
govern either ACC or PREP, depending on their aeaniagsg syntactxtally, ACC a

i tion
PREP should share a feature (call it +SPATI, sa that the rule in ques

stipulates that objects of these prepositions are +SPAT,

other CASE entirely.
+DBL being the defauit value of the jeature in guestion.

alsoc the natural way to describe the

Feasture decosposition of CASE is 0 dencr i rac in

¢or instance,
i dic CASEs of many languages, i o
largynal o; ::::.l‘nill call IGEN in Engltgh. Ru'il:T PA:} ‘:n: ::rtain M
?u":‘:s:: with partitive seaniag, and it is availatle only
ors .
k : i it i lable
o tiar et S rores b d with locational meaning, and it iw sva e
“l‘ :2:::::t::: :;s§°;::n:‘:.rvan as objects of the two prepositions ¥
only . 4 l
i ¢ for locationa ! h
gg;‘o:::;:::c’::E:‘1:0::: usad with ’(.di‘.t"pn";‘;;;;'gzn:iﬂ;::.::;vit .
ab iti i i it 3} )4 n
j osition gf (Ihiy hook is ping, ) .
::::i:;l:'o;?; g;:pthu personal pronounsj otherwise GEN i used

\ i i her
2::‘:::1;::-uith its default counterpart but differe froe it on ancthe

decosposition is callet

the objects of other

~ACC) or soat
i i i PAT. +ACC) or CASE:{+SPAT, A ¢
A I Vrel ".::::::as?sf‘;:ionp;‘ition of CASE is also an appropriate

i i i bset
anthod for dividing the CASEs of Russian into 2 direct and an oblique su '

cial set of

d for partitives (Maltzofé 19841 204}, Russian LOT

1s (Maltzoff 19841 30¢). Eaglish I1GEW

i .
In each such instance, we can say that the aarginal CASE share

- e
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feature: CASE:FART s CASE: (+GEN, +PART}, CASE:6EN = CASE: (+GEN, -PART)}, for
instance. Then i1f rules for the default CASE are stated in teras of the

shared feature they will cover the sarginal CASE as well, unless there is a
stipulation specifically to the contrary.

&, Concluding reearks

To sus up: My proposal treats what are sometises, rather awkwardly,
called the 'anisate accusative’ and ‘inanisate accusative’ of Russian,
Slovenian, and other Slavic languagas ias opposed to the plain ‘accusative’
exhibited by FEM SG Ns) as subCASEs of ACC, a move with parallels elsewhere in
Russian and in sany other languages. The analysis outlined in (21)-(23} then
describes the facts of Russian without violating strong universal hypotheses
about the interfacing of gramsatical components and about the rola of covert
grammatical categories in syntactic rules.

One lesson te be drawn from this disctussion is that we sust insist as
auch as possible on having precise statements of grassatical rules, located
within an explicit frasework of assusptions., Truly forsidadle analytic
problens, as well as central issves of theory, say lie concealed within
inforea) statesents like the Slgvenian ALL Prediction rule in (3) or its eore
detailed Russian counterpart in (13). And traditional scholarship may give
little hint of these complexities: 'It is & curious fact that guestions of
gramaatical agreement which often baffle the noa-native speaker tead to be
treated in an offhand sanner in Russian grassars and have not attracted auch
scholarly attention to date.’ ({Crockett 1976: 1)

Another lesson is that it 1s easy to underestimate the ‘extent of
gramsaticization in particular lanquages, and indeed in Language. The first
dnalyses [ considered for Russian were attractive largely because they
esbodied the principle that the CASE you see is the CASE you get, a principle
that directly reflects the central sound-eeaning function of systess of
sgreesent, dccording to which phonological identity signals grasmatical
. relationship, It sight be that systeas of agreesent arise, both
| diachronically and ontogenetically, to serve this function directly. But it
- seeas that they hecoee grasmaticized, indeed syntactified, with lightning
' speed. Despite occasional appesrances to the contrary, agreement systeas do

sot seem to involve phonologital or sorphological copying, but instead are
universally eatters of syntactic feature sharing - a position that is in fact

ssused without arguaent in the thoughtful crosslinguistic survey of agreesent
phenoaena by Moravceik (1976).

The evidence froe Slavic suggests that fairly coaplex systems of
yraamatical agreeasnt can be resarkatly stadble, once established through the
gide-effects of phonological change, through language contact, or whatever. I
nill not speculate on the historical origins of ACC Prediction in Slavic, e
topic with a rich literature of its own. What is isportant here is that the
outcome of these eveats 1s & syachronic systes that aight be to some degree
sarkad but (like the other cosplex agreesent systess discussed by Pulluas
(1984)) is nevertheiess fully consistent with the regquireaents of universal
. graesar - which 1s to say that the systee provides an excellent place in which
to explore the consequences of particular theoretical hypotheses, such as
, those concerning component interfaces, tovert gramaatical categories, and the

iaternal structure of syntactic features like CASE.




rm————

~ 38 -

References

Cooper, Robin. (1986). Swedish and the Head Feature Convention. In Topics in
Scondinavian synfax (ed. by Lars Hellan and K. Koch Christensen).
Dordrechts D. Reidel,

Crocuett, Dina B. (1976). Agreesent in contespgrary stangard Bussian. Columbus
OHr Slavica.

Gazdar, Gerald, Ewan Klein, Geoffrey Pullue, and lvan Sag. {1985}, Generglized
phrase stiructyre grampyr. Oxford: Basil Blackwell,

Klenin, Emily. (1983), Qnisagy in Ryssiin: & new interpretatien. Coluabus OH:
Slavica,

Maltzoff, Nicholas. (1984). Essentialy of Russian qraeamar. Liacolnwood IL:
National Textbook Ca.

Horavcsik, Edith A. (1978). Agreement. In Unjy
4, Syntex fed. by Joseph M, Greenberg), 3
Univ. Press.

98, volulo.
ta :

eCEdlS husgn lang
31-74, nford CA: nford

Perlautter, David N. and Janez OreSnik. (1973). Language-particular rules and
explanation in syntax. In g Eestachrift for Morris Halle (ed. by Stephes;
R. Anderson and Paul Kiparsky), 419-59. New York: Holt, Rinehart and
Winston

Pullua, Sonlfrof K. (1984}, Hou.co-plcx could an agreement systea be? Eastens
States Conference on Linguistics 1.79-103,

Iwicky, Arnold M. (1985a). How to describe inflection, Peckeley Linguistics
Society 11.372-86.

Iwicky, Arneid M. (1985b). Rules of allgmorphy and syntax-phonology
interactions. Journal of Linguisticy 21.2.431-5.

twicky, Arnold M, (1986a). Gersan adjective agreement in 6PSE. To agpear in
Linguistics 24.5. Earlier version in Ohio State University Norking Papery,
in Linguistics 31.140-94, |

Iwicky, Arnold M. (198ab). Isposed versus inhsrent feature specifications, ané
other sultigle feature markings. Iodisns Univecsity Lioguistics Club
Twgntieth Anpivecsacy Volyse, 85-106.

Iwicky, Araold M. and Geoffrey X. Pullum. (1984). The Principle of
Phonslogy-Free Syntax: Introductory reaarks. Ohio State University

Working Papecy in Linguisticy 32.43-91.




